Maximum likelihood trajectories from single molecule fluorescence resonance energy transfer experiments
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Single molecule fluorescence resonance energy transfer (FRET) experiments are a powerful and versatile tool for studying conformational motions of single biomolecules. However, the small number of recorded photons typically limits the achieved time resolution. We develop a maximum likelihood theory that uses the full information of the recorded photon arrival times to reconstruct nanometer distance trajectories. In contrast to the conventional, intensity-based approach, our maximum likelihood approach does not suffer from biased \textit{a priori} distance distributions. Furthermore, by providing probability distributions for the distance, the theory also yields rigorous error bounds. Applied to a burst of 230 photons obtained from a FRET dye pair site-specifically linked to the neural fusion protein syntaxin-1a, the theory enables one to distinguish time-resolved details of millisecond fluctuations from shot noise. From cross validation, an effective diffusion coefficient is also determined from the FRET data. © 2003 American Institute of Physics.
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I. INTRODUCTION

Fluorescence resonance energy transfer (FRET) measurements allow one to determine the distance between two dyes at a nanometer scale.\textsuperscript{1-3} In a typical set-up (Fig. 1), information on the structure of a biomolecule such as DNA or a protein is obtained from a pair of FRET dyes, a donor and an acceptor, which are covalently attached at defined positions to the biomolecule. After excitation of the donor, and depending on the distance and relative orientation between the two dyes, energy is transferred to the acceptor by the Förster mechanism.\textsuperscript{1} Thus, by measuring donor and acceptor fluorescence intensities, \(I_D\) and \(I_A\), the distance \(r\) between the two dyes is obtained, usually via

\[
\frac{I_A}{I_A + I_D} = \frac{1}{1 + \left(\frac{r}{r_0}\right)^6},
\]

(1)

where \(r_0\) is the dye-specific effective Förster radius, which also includes (averaged) dye orientation effects.\textsuperscript{2} This approach is valid if the relative dye rotations are faster than the lifetime of the excited state of the donor, which is usually the case.

Recently, time-resolved FRET experiments have matured to a level that allows one to record arrival times of \textit{individual} photons from single molecules.\textsuperscript{4-11} From the arrival times, fluorescence intensity variations, \(I_D(t)\) and \(I_A(t)\), are obtained,\textsuperscript{10,12,13} which, using Eq. (1), allow one to track distance changes \(r(t)\) between the two dyes, and hence to monitor conformational motions of the studied biomolecule.\textsuperscript{12,13}

In the conventional analysis, the required FRET intensities are computed from photon counts in time windows\textsuperscript{8,10} (cf. also Ref. 14). For a typical window size of 1 ms, however, the small number of only 10–50 photons per window\textsuperscript{10} implies considerable statistical uncertainty (“shot noise”\textsuperscript{15}) and thus limits the time resolution for \(r(t)\). Furthermore, the choice of the window size is somewhat arbitrary and only guided by the requirement to trade off shot noise and time resolution. Finally, the traditional method saliently assumes a uniform \textit{a priori} probability for the FRET intensities (rather than for the distances). Therefore, and contrary to what one might intuitively assume at first sight, the traditional method cannot be considered a model-free approach. Rather, because the distance \(r\) depends nonlinearly on the intensities, Eq. (1), the assumed uniform intensity distribution transforms into a nonuniform distance distribution,

\[
p(r) = \left[\frac{\left(\frac{r}{r_0}\right)^5}{1 + \left(\frac{r}{r_0}\right)^6}\right]^2.
\]

(2)

This distribution is centered at the Förster radius and has a half width of about \(\frac{1}{2}r_0\), implying preferred distances near \(r_0\); it describes the unjustified bias introduced by the conventional analysis.

In many cases where only limited or noisy data are available, the maximum-likelihood approach has been successfully applied.\textsuperscript{16-22} In this article, we develop a maximum-likelihood theory to reconstruct \(r(t)\) from the photons recorded in single molecule FRET measurements. In particular, we aim at calculating the time-dependent probability distribution \(P(r,t|\{I_i^D, I_i^A\})\) for the distance \(r\) during a measurement of length \(\Delta T\), given that \(n_D\) photons from the donor dye have been recorded at times \(t_i^D\), \(i=1,...,n_D\), and \(n_A\)
II. THEORY

To that aim, in a first step we consider a statistical ensemble of distance trajectories, \{\{r(t)\}\}, and compute for each full trajectory the conditional probability \(P[r(t) | \{r^D(t), r^A(t)\}]\) that \(r(t)\) is realized for the given photon registration times. Assuming Bayesian statistics, this probability is given by the \textit{a priori} probability \(P[r(t)]\) for each trajectory and the conditional probability that the \(n_D+n_A\) photons are observed at the measured time instances for given trajectory,

\[
P[r(t) | \{r^D(t), r^A(t)\}] \propto P[r(t)] \sum_{r^D(t), r^A(t)} P[r^D(t), r^A(t)] P[r(t) | r^D(t), r^A(t)].
\]

To evaluate these two distributions, the time interval \(\Delta T\) is discretized into \(N\) bins \([\tau_{j-1}, \tau_j]\), \(j = \ldots, N\), and subsequently \(N \rightarrow \infty\) is considered. The time discretization \(\tau_0 = \tau_j - \tau_{j-1} = \Delta T / N\) is always chosen fine enough such that not more than one photon per interval \([\tau_{j-1}, \tau_j]\) is recorded.

For a discretized trajectory \(r_1, \ldots, r_N\), where \(r_j\) is the distance at time \(\frac{1}{2}(\tau_{j-1} + \tau_j)\), the conditional probability to observe the recorded photon pattern \(E_1, \ldots, E_N\) is

\[
P[E_1, \ldots, E_N | r_1, \ldots, r_N] = \tau^{n_D + n_A} \prod_{j=1}^{N} f_j,
\]

where the probabilities \(f_j\) are chosen according to which of the three possible events \(E_j\) (donor-photon is recorded (D), acceptor-photon is recorded (A), or no photon is recorded (0)) occurs during \([\tau_{j-1}, \tau_j]\).

\[
f_j = \begin{cases} 
I_D(r_j)[1 - \tau_A(r_j)] & \text{for } D, \\
I_A(r_j)[1 - \tau_D(r_j)] & \text{for } A, \\
[1 - \tau_D(r_j)][1 - \tau_A(r_j)] & \text{for } 0.
\end{cases}
\]

Here, \(I_D(r_j)\) and \(I_A(r_j)\) are specified from Eq. (1), and the required (average) total intensity \(I_0 = I_A(t) + I_D(t) = (n_D + n_A) / \Delta T\) is estimated from the recorded number of photons. Note that for the \(n_D + n_A\) events \(D\) and \(A\), the \(f_j\) denote probability \textit{densities}, which have to be scaled by \(\tau\) to obtain the desired probabilities, hence the prefactor in Eq. (4).

For the \textit{a priori} probability \(P[r(t)]\)

\[
\propto \lim_{N \to \infty} P[r_1, \ldots, r_N],
\]

we assume that \(r(t)\) results from a one-dimensional diffusion process with effective diffusion coefficient \(D\). This is realistic, e.g., for the overdamped millisecond opening and closure domain motions of the solvated macromolecule at hand.\(^{10}\) The discretized version is a random walk with transition probabilities

\[
g_{j+1,j} = \frac{1}{\sqrt{4\pi D \tau}} \exp\left(-\frac{(r_{j+1} - r_j)^2}{4D\tau}\right).
\]

Note that this implies that all possible distances are assigned equal \textit{a priori} probabilities, which is reasonable if the energy landscape that governs the distance distribution is unknown. If there is additional information on the energy landscape, this can be incorporated into \(g_{j+1,j}\) in a Smoluchowski-type generalization. Note also that two or three dimensional diffusion of the dyes can be described in a similar manner by an appropriate effective energy landscape that accounts for the projection of the higher-dimensional diffusion onto the one-dimensional distance coordinate \(r(t)\). Thus, \(P[r_1, \ldots, r_N] = \prod_{j=2}^{N} g_{j,j-1}\), and Eq. (3) reads

\[
P[r_1, \ldots, r_N | \{r^D(t), r^A(t)\}] \propto g_{1,1} \prod_{j=2}^{N} g_{j,j-1} f_j.
\]

In a second step the probability distribution for the distance \(r_k\) at times \((\tau_{k-1} + \tau_k)/2\) is calculated by integration over all other distances,

\[
P(r_k | \{r^D(t), r^A(t)\}) \propto \int dr_1 \cdots dr_{k-1} dr_{k+1} \cdots dr_N P[r_1, \ldots, r_N | \{r^D(t), r^A(t)\}].
\]

Using Eq. (7) and rearranging integrals, one obtains

\[
P(r_k | \{r^D(t), r^A(t)\}) \propto L_k f_k R_k
\]

with

\[
L_k = \int dr_{k-1} g_{k,k-1} f_{k-1} \int dr_{k-2} \cdots \int dr_1 g_{1,1} f_1,
\]

\[
R_k = \int dr_{k+1} g_{k+1,k} f_{k+1} \int dr_{k+2} \cdots \int dr_N g_{N,N-1} f_N.
\]

The above two equations obey the recursion relations

\[
L_k = \int dr_{k-1} R_{k-1} f_{k-1} L_{k-1},
\]

\[
R_k = \int dr_{k+1} R_{k+1} f_{k+1} R_{k+1},
\]

which, in the continuum limit (i.e., \(\tau \to 0, \tau_j \to t, \) and \(r_k \to r\)), transform into forward and backward Schrödinger-type equations that resemble generalized diffusion equations for \(L_k \to L(r,t)\) and \(R_k \to R(r,t)\),

\[
\partial_t L(r,t) = \lim_{\tau \to 0} \left\{ \partial_t^2 \left[ L(r,t) f(r,t) \right] \right\}
\]

\[
+ \left[ F_f(r,t) + \tau \partial_r F_f(r,t) \right] L(r,t),
\]

\[
\partial_t R(r,t) = - \lim_{\tau \to 0} \left\{ \partial_r^2 \left[ R(r,t) f(r,t) \right] \right\}
\]

\[
+ \left[ F_f(r,t) + \tau \partial_r F_f(r,t) \right] R(r,t).
\]
where, to ensure convergence, \( f_k \) has been written in the form \( f_k = 1 + \tau b_k \). For the derivation of Eqs. (12), the recursion relations Eqs. (11) have been expanded in \( \tau \) up to first order, using \( \delta g_{k+1} \delta g_{k+1} = D \delta g_{k+1} \delta g_{k+1} = D \delta g_{k+1} \delta g_{k+1} \), and partial integration in \( \tau \), noting that \( L(r, t) \) and \( R(r, t) \) as well as their derivatives with respect to \( \tau \) vanish for \( \tau \to \pm \infty \).

Solving Eqs. (12) yields, after normalization, the desired probability distribution to find the distance \( r \) at time \( t \),

\[
P(r, t) \propto L(r, t)[1 + \tau F_j(r, t)]R(r, t) \tag{13}
\]

By combining the three definitions for \( f_j \), Eq. (5), into one expression using a Gaussian limit representation for the \( \delta \)-function, \( \delta(t-t') = \lim_{\tau \to 0} \frac{F_j(t-t')}{\sqrt{2\pi \tau^2}} \), with

\[
h_j(t-t') = \frac{1}{\sqrt{2\pi \tau^2}} \exp\left(-\frac{(t-t')^2}{2\tau^2}\right), \tag{14}
\]

and neglecting higher orders of \( \tau \), one obtains

\[
F_j(r, t) = [I_D(r) - 1] \sum_{j=1}^{n_D} h_j(t-t_j^p) + [I_A(r) - 1] \sum_{j=1}^{n_A} h_j(t-t_j^a) - I_0. \tag{15}
\]

With this expression, Eqs. (12) reads

\[
\partial_t L(r, t) = \lim_{\tau \to 0} \int dr' g(r-r', \tau) \delta(r-r', \tau) L(r', t) \times \left[ 1 + \tau[I_D(r') - 1] \sum_{j=1}^{n_D} h_j(t-t_j^p) + \tau[I_A(r') - 1] \sum_{j=1}^{n_A} h_j(t-t_j^a) \right] + \int dr' g(r-r', \tau) L(r', t) \times \left[ \frac{I_D(r') - 1} {\tau^2} \sum_{j=1}^{n_D} (t-t_j^p)^2 h_j(t-t_j^p) + \frac{I_A(r') - 1} {\tau^2} \sum_{j=1}^{n_A} (t-t_j^a)^2 h_j(t-t_j^a) - I_0 \right] \tag{16}
\]

A similar expression is obtained for \( R(r, t) \). For times \( t \), for which no photon arrives, Eq. (16) simplifies to

\[
\partial_t L(r, t) = DL^2 \delta(t-t') - I_0 L(r, t),
\]

\[
\partial_t R(r, t) = -DL \delta(t-t') + I_0 R(r, t), \tag{17}
\]

with solutions that propagate in time according to

\[
L(r, t) = e^{-I_0(t-t')} \int dr' L(r', t') \exp\left(-\frac{(r-r')^2}{4D(t-t')}\right), \tag{18}
\]

\[
R(r, t) = e^{I_0(t-t')} \int dr' R(r', t') \exp\left(-\frac{(r-r')^2}{4D(t-t')}\right)
\]

for \( t > t' \) and \( t < t' \), respectively. To also include the photon arrival times \( t_j \), note that

\[
\lim_{\tau \to 0} \frac{(t-t_j)^2 h_j(t-t_j)}{\tau^2} = \lim_{\tau \to 0} \frac{h_j(t-t_j)}{\tau} + \tau^2 \frac{\delta(t-t_j)}{\tau} = \delta(t-t_j), \tag{19}
\]

where the second term is \( \propto \tau^2 \delta(t-t_j) \) and is dropped, because \( f_j^2 x \delta(x) dx = 0 \). This gives rise to additive singularities in Eqs. (17) of the form \( L(r, t) [I_D(r-1)] \delta(t-t_j) \), due to which \( L(r, t) \) and \( R(r, t) \) exhibit discontinuities at all \( t_j \),

\[
\lim_{\tau \to 0} \frac{L(r, t)}{I_D(r-1)} = \lim_{\tau \to 0} \frac{L(r, t)}{I_A(r-1)} = \lim_{\tau \to 0} \frac{R(r, t)}{I_D(r-1)} = \lim_{\tau \to 0} \frac{R(r, t)}{I_A(r-1)} \tag{20}
\]

Equations (18) and (20) are the main result of this article. Starting with the boundary condition \( L(r, 0) = 1 \), Eqs. (18) and (20), when alternatingly applied, propagate \( L(r, t) \) in time from one photon arrival to the next. Similarly, starting from \( R(r, \Delta T) = 1 \), \( R(r, t) \) is propagated in reverse time direction, which, by using Eq. (13), yields \( P(r, t) \{t_j^p, t_j^a\} \) for all times \( t \). Note that, from Eqs. (20), the discontinuities in \( L(r, t) \) and \( R(r, t) \) cancel in Eq. (13), such that \( P(r, t) \{t_j^p, t_j^a\} \) is nondifferentiable, but continuous also at \( t = t_j \).

**III. RESULTS AND DISCUSSION**

As an example, Figs. 2(b)–2(d) show the application of our theory to the 230 photon arrival times (wedges) from a 10 ms single molecule photon burst recorded in a FRET measurement, for which donor and acceptor dyes have been covalently linked to the flexible domains of the neuronal fusion protein syntaxin-1a, as sketched in Fig. 1. Three different diffusion coefficients \( D \) have been chosen. Each of the three plots shows, gray-shaded, the time dependent distance distribution \( P(r, t) \{t_j^p, t_j^a\} \), together with the average distance (bold) and 1σ intervals (dashed). As expected from Eq. (1), larger distances are obtained for higher donor and lower acceptor photon intensities. For comparison, Fig. 2(a) shows the traditional method, which directly uses Eq. (1) with intensities and error bars evaluated in successive time bins, here of 0.5 ms width.

Apparently, the choice of \( D \) is critical. For small values, the distance can change only slowly. Therefore, it does not fully reflect the significant intensity fluctuations encoded in the recorded photon arrival times, and rather yields smooth trajectories with small amplitude. For very small values (below \( 0.01 \times 10^{-14} \text{ m}^2/\text{s} \)), the distance distribution becomes time independent and approaches the distance given by the average intensities (data not shown). Increasing \( D \) entails fluctuations of correspondingly increased frequencies. These fluctuations arise from both intensity fluctuations due to actual distance variations and (undesirable) probability fluctua-
FIG. 2. (a) Intensity-based calculation of donor/acceptor distances \( r(t) \) from a set of 230 photon arrival times (wedges) with \( r_0 = 6.5 \) nm (Ref. 10) using Eq. (1); intensities are obtained from 0.5 ms bins. (b)-(d) Time dependent distance probability distributions \( P(r,t|t_i^D,t_i^A) \) (gray-shaded) calculated from the same set for three different diffusion coefficients \( D \). Also shown are average distance trajectories (bold) and 1σ intervals (dashed). The inset shows the (normalized) likelihood \( P(D) \) as a function of \( D \); three arrows denote the three chosen values for \( D \).

Since due to the broadening of \( L(r,t) \) and \( R(r,t) \) between subsequent photons. As can be seen from Eqs. (18), the latter become relevant for \( 4D > I_0 \sigma^2 \), where \( \sigma \) is the width of \( P(r,t|t_i^D,t_i^A) \). The lower panel in Fig. 2 shows an example for which, due to the large \( D \) chosen, the data are apparently overfitted. In between these two limiting cases, an optimal value for \( D \) is expected to provide the best description of the data [Fig. 2(c)].

That optimal value was determined by calculating the agreement between the obtained time-dependent distance distribution and the measured photon arrival times as a function of the chosen \( D \). Such type of cross-validation underlies, e.g., the free \( R \) value used to assess the accuracy of macromolecular x-ray structures.\(^{24}\) In a similar spirit, one photon \( k \) was excluded from the FRET data, and a new distance distribution,

\[
P_k(r_k) = P_k(r_k,t_i|t_i^D,t_i^A,i \neq k)
\]

with \( I_{DA} \) chosen according to the type of the excluded photon. Assuming that for different photons \( k \) chosen to be omitted, the obtained likelihoods \( P_k(D) \) are statistically independent, one obtains from the maximum of the (normalized) joint likelihoods \( P(D) \mid P_k(D) \) (inset of Fig. 2) a diffusion coefficient \( D = 0.2 \times 10^{-14} \text{ m}^2/\text{s} \) that describes the measured photon arrival times best. In the figure, no scale for \( P(D) \) is given to avoid its erroneous interpretation as the (absolute) probability that \( D \) is the correct diffusion constant.

Clearly, the fewer photons are available, the less information on \( r(t) \) can be obtained. As an extreme case, Fig. 3(a) shows the result of our analysis with only every fourth photon from the original data used. As expected, the distance distribution becomes broader, and only some of the features seen in Fig. 2 remain. Yet, despite the very small number of photons used (58), our analysis still reveals a statistically significant distance fluctuation at the 1σ level. This finding suggests that a correspondingly improved time resolution can be achieved by our method.

To check whether the width of the calculated distance distribution correctly describes the actual statistical uncertainty, we have finally used the average trajectory calculated from the original data [thick line in Fig. 2(c)] to create a new (hypothetical) set of 230 random photon arrival times obeying Eq. (1). Thus, for these data, the underlying trajectory is known. From that set, a new distance distribution was recalculated and compared with the correct trajectory [Fig. 3(b)].
As can be seen, most of the correct trajectory (bold) stays within the $1\sigma$-range of the recalculated distance distribution, thus showing the reliability of our method.

We have developed a theory that enables reconstruction of nanometer distance trajectories from single molecule single photon FRET recordings. In contrast to the commonly used method of window averaging, the full single photon information is used, and rigorous error bounds are obtained. Furthermore, the method is expected to be robust with respect to variation of the excitation intensity $I_0$, e.g., due to diffusion of the particle through the laser focus. In addition, our approach allows to extract an effective diffusion constant of the particle through the laser focus. In addition, Grant No. I/75 321.

ACKNOWLEDGMENTS

We thank C. Seidel for providing his FRET data, for valuable discussions, and for carefully reading the manuscript. This work was supported by the Volkswagen Foundation, Grant No. I/75 321.