
 Fig. 1   Summary of our 2014 investigation:3 The perfor-
mance to price (P/P) ratio for nodes with consumer GPUs 
(green) is 2–3x higher compared to other node types.
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Intro
The molecular dynamics (MD) simulation package GROMACS runs ef-
ficiently on a wide variety of hardware from commodity Linux workstations to 
HPC clusters.1,2  GROMACS exploits the underlying hardware on all possible 
levels with a combination of SIMD parallelism, OpenMP multi-threading, and 
MPI, whereas graphics processing units (GPUs) can be used as accelera-
tors to “offload” calculations from the CPU.2,3  Here,4 we determine which 
hardware generates the maximum amount of MD trajectory for a fixed 
budget with GROMACS 2018.

Summary of our 2014 investigation

From our earlier investigation3 using GROMACS 4.6 on 2014 hardware, we 
concluded that single nodes with GeForce consumer GPUs outperform CPU 
nodes and nodes with professional Tesla GPUs by a factor 2–3 in perfor-
mance to price (P/P) ratio (Fig. 1).
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Hardware developments 2014-2018

Over the past 5 years, the nominal (FLOP-based) GPU pro-
cessing power has increased more than threefold. In combi-
nation with microarchitectural improvements that made GPUs 
better suited for general-purpose compute, this led to an up 
to 6x performance increase for the GROMACS non-bonded 
pair interaction GPU kernels (Fig. 2). In contrast, CPU-side ap-
plication performance has seen only modest gains during the 
same period. Whereas professional Tesla GPUs can compete 
with consumer GPUs in terms of performance (Fig. 2), they are 
lagging far behind in terms of the P/P ratio (Fig. 3).
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Software developments

The growing CPU/GPU performance imbalance motivated the implementation 
of tailored software features (Fig. 4): The dual pair list algorithm significantly 
reduces the CPU time spent for pair search (panel C) and PME offload-
ing (panel D) enables higher simulation performances as well as significantly 
higher P/P ratios for cheap GPUs.

Methods
We use the same two representative benchmark systems as in our previous 
study.3 MEM is a 81k atoms MD system, a membrane protein embedded 
in a lipid bilayer surrounded by water and ions (2 fs time step, 1 nm cutoffs, 
0.12 nm PME grid spacing). RIB is a ribosome solvated in water and ions 
comprising altogether 2.1M atoms (4 fs time step, 1 nm cutoffs, 0.135 nm 
PME grid spacing). On each node, the highest GROMACS 2018 performance 
is determined. On nodes with N GPUs, we determine the aggregate 
performance of running N simulations in parallel using the -multidir 
functionality.

GROMACS performance development

GROMACS performance on GPU nodes has increased continuously over the 
releases, but the most pronounced increase (given enough GPU power) 
is gained from PME offloading (Fig. 5). Additionally, with PME offloading, 
far less (4–6) CPU cores are needed to reach >80% of peak simulation per-
formance (gained at 16 cores in Fig. 6). With a mid- to high end GPU, 10–15 
“core-GHz” are generally sufficient to reach close to peak performance.

Which hardware is optimal for MD?

for Your Buck!
Improved use of GPU Nodes for GROMACS 2018
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 Fig. 6   GROMACS 2018 performance as a function of CPU 
cores used per GPU.

 Fig. 5   GROMACS performance evolution (here on GPU nodes with 2x 8 
core Xeon CPUs). Short-range non-bonded interactions are offloaded in all 
cases. For version 2018, also the PME mesh is offloaded (black bars).

 Fig. 8   RIB trajectory costs assuming five years of operation, includ-
ing costs of 0.2 EUR per kWh for energy and cooling. Nodes without 
GPUs (*) are most expensive in terms of trajectory production.

Fig. 7 (see left) show node costs versus GROMACS 2018 
performance for selected node types. Our examined con-
sumer GPU nodes have a P/P ratio that is 3–6x larger 
than their counterparts without GPUs. The best P/P ratio 
with current pricing if offered by combining a E5-2630v4 
or Ryzen 1950X CPU with 2+ RTX 2080 GPUs, starting a 
~3,000 EUR net. The best aggregate performance for con-
sumer GPU nodes was identified for the AMD Epyc 24-core 
node combined with 4x 1080Ti GPUs.

Free lunch!  GPU upgrades

An even greater benefit can be drawn from upgrading old 
nodes with state-of-the-art GPU models, as illustrated by 
the yellow and orange data points in Fig. 7 (see legend).

Energy efficiency

From the hardware costs, the measured power con-
sumption, and the performance, we determine the 
total costs of producing MD trajectory on selected 
node types. (Fig. 8). Trajectory costs  are highest on 
nodes without GPUs. With GROMACS 2018 on cur-
rent hardware, trajectory costs on optimized GPU 
nodes are only 0.3x as high as on their CPU-only 
counterparts.  Fig. 2  Throughput of the GPU-offloaded GROMACS computa-

tion on various GPU devices.

 Fig. 3  Proxy metric for the P/P ratio of selected devices, computed as 
GROMACS GPU kernel performance divided by the average net price of 
that GPU in 2018.

 Fig. 4  Comparison of different offloading schemes employed by GRO-
MACS 4.6, 5.x, and 2016 (B), and GROMACS 2018 (C, D).

   Conclusions
  Consumer GPU nodes have 3-6x higher trajectory output per invested E, in contrast to nodes with just CPUs or with professional Tesla GPUs, when accounting the raw node price. If energy costs are included, the factor is 3.

  Since GROMACS 2018, PME can be offloaded to the GPU. This feature has two ramifications:
  A drastic move of the optimal hardware balance towards the GPU side: Now 10–15 “core-GHz” per GPU (1080Ti or 2080) are suf-ficient!
  A cheap upgrade of old nodes once tailored for older GROMACS versions is possible, yielding nodes that are in no way inferior as brand-new hardware!

Outlook
 • Our results are valid as well for GROMACS 2019. 
 • GROMACS 2019 allows PME offloading also for AMD GPUs.
 • Benchmark your own hardware with our .tprs:  https:/www.mpibpc.mpg.de/grubmueller/bench
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 Fig. 7   (Aggregate) simulation performance in relation to net node costs. MEM (circles) and 

RIB (stars) symbols are colored depending on CPU type. Symbols with white fill denote nodes 

without GPUs; dottet lines connect GPU nodes with their CPU-only counterparts. Grey: iso-

lines of equal P/P as in Fig. 1, with superior configurations to the lower right.


