Supporting Information: Optimal superpositioning of flexible
molecule ensembles

Vytautas Gapsys
Computational biomolecular dynamics group,
Max Planck Institute for Biophysical Chemistry, Gottingen, Germany

Bert L. de Groot!
Computational biomolecular dynamics group,
Max Planck Institute for Biophysical Chemistry, Gottingen, Germany

!Corresponding author. Address: Computational biomolecular dynamics group, Max Planck Insti-
tute for Biophysical Chemistry, Am Fassberg 11, Gottingen 37077, Germany Tel.: ++449-551-2012308 |
Fax: +449-551-2012302



S1

Trajectory rearrangement for the min(Var+Prev) approach

Method

Restructuring a trajectory such that subsequent frames after direct superpositioning have a
suitably low RMSD is equivalent to a problem of finding the shortest Hamiltonian path over
an ensemble. In graph theory, a Hamiltonian path is defined as a route through a graph that
visits every vertex once (1). The solution of this problem guarantees that the overall sum of the
RMSDs to a previous frame over the trajectory will be minimal.

The shortest Hamiltonian path can be found by modifying the solution to the Traveling
Salesman Problem (TSP), which originally aims at finding the shortest Hamiltonian cycle. To
solve the T'SP we used the infrastructure by Hahsler and Hornik (2, 3) as implemented in the
statistical software package R (4). The TSP is proven to be an N-complete problem (5), hence,
to obtain paths with the minimal overall RMSD we employed Concorde (6) TSP solver’s chained
Lin-Kernighan heuristic algorithm (7), which is a modification of the original Lin-Kernighan (8)
heuristic. To reformulate the problem of finding the shortest Hamiltonian cycle into finding the
shortest Hamiltonian path, a dummy structure, having zero RMSD to every other structure in
the ensemble, was included. The dummy structure defined a termination point for the cycle.

The TSP based trajectory rearrangement was applied for the AS and RS peptides, as well as
the lysozyme ensemble. For every ensemble, structures were pairwise superimposed and the Ca
atoms based RMSD between them was calculated resulting in an RMSD matrix. The pairwise
RMSDs between the structures were used as a distance measure that could be supplied as an
input to the TSP solver. Prior to starting the Hamiltonian path minimization, we randomly
shuffled the frames in each trajectory. After solving the TSP, the RMSD matrices were gener-
ated for the newly constructed trajectories. The traces of the RMSD matrices for the initial,
shuffled and rearranged trajectories were calculated.

Results

The combination of the progressive fitting approach with the variance minimization requires an
ensemble to be ordered such that two subsequent frames are similar enough to each other to
be unambiguously superimposed. If this requirement is fulfilled, the superimposed subsequent
frames should have a low RMSD value. Here we show how any ensemble can be rearranged to
minimize the Hamiltonian path over a trajectory. We used MD trajectories of the AS peptide,
RS peptide and lysozyme as the starting ensembles. For each protein ensemble the RMSD ma-
trices considering the Ca atoms were calculated after pairwise superpositioning of the structures
(Figures S1B,F,J). Afterwards, frames of each trajectory were randomly shuffled. The effect of
this procedure is obvious from the RMSD matrices in Figures S1C,G,K: the sequence of the
frames in each ensemble is random, any pattern that was present in the RMSD matrices is
lost after the shuffling. The randomized trajectories were subjected to the Traveling Salesman
Problem (TSP) solver. The RMSD matrices for the ensembles constructed from the solution
of the TSP are shown in Figures S1D,H,L. It appears that the characteristic patterns in the
matrices reappear, however, with more (RS peptide, lysozyme) or less (Af) prominent differ-
ences to the original MD trajectories. The effects of the ensemble shuffling and reconstruction



can also be analyzed by plotting the ordering of the shuffled (and reconstructed) trajectories
against the original MD ensemble ordering (Figures S1A,E.I). The randomized frames almost
uniformly cover the graph’s space for all three structures, showing no correlation with the MD
ensembles. The TSP trajectories follow distinct paths: in case of the AS peptide, the almost
straight diagonal line indicates that the TSP ensemble was reconstructed in a very similar order
as the original MD trajectory. For the other two cases, the reconstructed ensembles resulted in
a different ordering from their original trajectories.
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Figure S1: Solution of the Traveling Salesman Problem as a method for the trajectory
reconstruction. Trajectories of the AS peptide (A-D), RS peptide (E-H) and lysozyme (I-
L). The frame indices of the shuffled and TSP reordered frames against the initial trajectory
frame indices (A,E,I). The RMSD matrices were calculated after the pairwise superpositioning of
the initial MD trajectories (B,F,J), shuffled trajectories (C,G,K) and the trajectories reordered
according to the TSP solution (D,H,L).



For all three systems, the reconstructed trajectories have a shorter path over the ensem-
ble than the respective MD trajectories (Table S1). Hence, the TSP trajectories fulfill the
requirement of low RMSD between two subsequent frames and, thus, can be processed with
the min(Var+Prev) algorithm. The application of the min(Var+Prev) method for the TSP re-
ordered trajectories is illustrated in the Figure S2.

Table S1: Sum of RMSDs (nm) after progressive superposition.

Structure Initial Shuffled TSP
trajectory frames trajectory
Ap peptide 830.53 6884.42 794.79
RS peptide 199.78 906.42 175.13
Lysozyme 446.50 1114.73 362.00

Table S2: Mass weighted variances (nm?u) after progressive superposition.

Structure Initial Shuffled TSP
trajectory  frames trajectory
AS peptide 171.92 669.89 168.55
RS peptide 30.76 74.92 27.89
Lysozyme 65.96 105.93 67.57
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Figure S2: RMSD analysis after the min(Var) and min(Var+Prev) superpositioning.
MD trajectories reordered according to the solution to the TSP for the AS (A) and RS (B)
peptides. The RMSD was calculated between structures at time 7 and 7 — 1.
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Parameters for the molecular dynamics simulations of the AS and RS peptides.

The simulations were performed using the Gromacs 4.5 (9) molecular dynamics package. The
starting structure for the AS peptide was selected from the pdb ensemble 1AML (10). Model #6
was proposed by the OLDERADO (11) clustering procedure as one of the representative struc-
tures of the ensemble. The RS peptide’s sequence was constructed as an alternating sequence
of arginine-serine residues (15 amino acids in total). The starting structure for the peptide was
generated with tCONCOORD (12). The OPLS (13, 14) force field was used for the simulations
of the AS peptide. The RS peptide was simulated with the Amber99sb-ILDN* (15-17) force
field. The AS and RS structures were solvated in TIP4P (18) and SPC/E (19) water, respec-
tively. Sodium and chloride ions were added to neutralize the simulation box and match the
physiological salt concentration of 0.15 M. Prior to the production runs, the structures were sub-
jected to the steepest descent energy minimization. Virtual sites were used to replace hydrogen
atoms, thus removing the fastest degrees of freedom. This allowed increasing the integration
timestep for the molecular dynamics simulations to 4 fs. For the AS peptide the Berendsen
scheme for temperature and pressure coupling (20) was used, keeping the temperature at 300 K
and pressure at 1 bar (1 = 0.1 ps, 7, = 1.0 ps). Temperature coupling for the RS peptide was
performed using the velocity rescaling algorithm (21) with a reference temperature of 298 K and
time constant of 0.1 ps. The Parrinello-Rahman barostat (22) with a time constant of 5 ps was
used to maintain a pressure of 1 bar. The neighbour list radius for the AS peptide was set to
1 nm, whereas for the RS peptide it was set to 1.2 nm. The van der Waals cut-off for the A3
peptide was set to 1 nm, and for the RS peptide the cut-off was set to 1.1 nm. For both systems
electrostatic interactions were treated with the particle-mesh Ewald (PME) (23, 24) method. In
the case of the AS peptide, the real space cut-off was set to 1 nm, and the spacing of the fourier
grid was 0.12 nm, a PME order of 4 was used. For the RS peptide a real space cut-off of 1.2 nm
was used, the fourier grid spacing was 0.14 nm and the PME order was set to 4.
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Parameters for the energy minimization and hessian matrix calculation for the nor-
mal mode analysis of the A5 and RS peptides, lysozyme and stromal cell derived
factor-1.

The assumptions for the Least Squares fitting require equal variances of the variables and
absence of correlation between them (25). As noted by Theobald and Wuttke (26), atoms in
protein ensembles may violate these requirements, in turn possibly causing artifacts in the least
squares based superpositioning. To elucidate and quantify the effects of the potential artifacts
that could be introduced by the least squares based variance minimization algorithms, we gen-
erated Af peptide, RS peptide and lysozyme structural ensembles that contain no translational
and rotational motions by construction. For that purpose, we energy minimized the structures
and performed normal mode (NM) analysis for each protein.

All the systems were energy minimized in vacuum using the Amber99sb-ILDN* force field.
The structures for the AS and RS peptides were selected as described in S1. For lysozyme, the
first structure from the ensemble simulated by Hub and de Groot (27) was used. For the stromal
cell derived factor-1, the first structure from the 2SDF (28) NMR ensemble was selected. The
L-BFGS energy minimization algorithm (29, 30) was employed running Gromacs 4.5 in double
precision which was required to reach 1078 kJ mol 'nm™! force or to converge at machine
precision using a step size of 0.001. The non-bonded interactions were treated with simple cut-
off schemes setting the cut-off values to include the whole protein. The minimized structures
were subjected to the Hessian diagonalization procedure using the same parameter set as for
the energy minimization.

The normal mode ensembles were generated by sampling from a Gaussian distribution over
the slowest eigenmode, where the variance of the distribution is temperature dependent. To
enhance the motion in a local minimum we used a temperature of 1000K for the ensemble
generation. These ensembles by construction consist of internal motions only and are therefore
devoid of any external motions. Thus, they serve as a suitable reference case for the evaluation
of superpositioning schemes, as the introduction of any external contribution to the dynamics of
the ensemble would be directly evident as an increase in the ensemble variance. The variances
over the normal mode ensembles were estimated after superpositioning the structures using the
newly introduced methods. Since the absence of the external degrees of freedom in normal mode
ensembles is ensured when considering all the atoms of the structures, the superpositioning was
performed on all atoms.

Various superpositioning procedures were applied to the normal mode ensembles including
the maximum likelihood superpositioning method Theseus (31). The Theseus procedure was
performed with the default parameters, except for setting on the option of full covariance and
correlation matrix estimation as used by Theobald and Wuttke (26). The non-fitted normal mode
ensembles provided the reference variance for the evaluation of the superpositioning methods.
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Analysis of the performance of the min(Var4+NN) algorithm with different number
of nearest neighbours considered.

In Figure S3 the effect of applying the min(Var+NN) algorithm on the AS and RS pep-
tide trajectories is demonstrated for different numbers of nearest neighbours. The spikes in
the RMSD to the previous frame (that may or may not have been among the nearest neigh-
bours) plots (Figures S3 B,D), decrease and eventually disappear with an increasing number
of the nearest neighbours considered. It is important to note, that with a large number of
nearest neighbours (NN=1000) some spikes reappear in the case of the RS peptide (Figure S3
D): instead of resolving the sub-optimal rotations between similar structures, the large list of
nearest neighbours puts a weight onto the structures that are less similar, which may cause
re-introduction of ambiguous superpositions. In such a situation, the superposition becomes
more similar to the variance minimization, min(Var) algorithm. This can be observed from the
variance values with an increasing number of nearest neighbours (Figures S3 A,C): including
large sets of nearest neighbours causes a decrease in the variance. Additionally, a large number
of nearest neighbours requires more iterations for the algorithm to converge, hence, our sugges-

tion is to limit this parameter to < 100, which is sufficient to resolve ambiguous rotations in the
local environment over an ensemble.
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Figure S3: The effect of different number of nearest neighbours used by the
min(Var+NN) algorithm. The mass weighted variance (A,C) and RMSD plots (B,D) after

the min(Var+NN) superpositioning with varying number of nearest neighbours for the Ag (A,B)
and RS peptides (C,D).
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Figure S4: Pairwise RMSD matrices and surfaces of the RS peptide ensemble. RMSD
values after the min(Var) (A), min(Var+Prev) (B) and min(Var+NN) (C) superpositioning.
Excerpts from the matrices shown as surfaces (D, E and F) illustrate the smoothening effect
of the min(Var+Prev) and min(Var+NN) algorithms, as well as the significant reduction of the
RMSD in the local neighbourhood of each structure resulting from the latter method.
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Figure S5: Mapping of the superpositioning algorithms into a common space defined
by the ensemble variance and local neighbourhood RMSD. MD ensembles of the A5 (A)
and RS (B) peptides, as well as lysozyme (C) were used for the analysis. The local neighbourhood
of 50 nearest neighbours was considered for the RMSD calculation, as opposed to 10 nearest
neighbours considered in Figure 4 in the main text. The background colors of the quadrants are
to guide the eye only and do not represent any calculated result.
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S7

Table S3: Local neighbourhood RMSD difference from the optimal value (%) of the
superimposed ensembles.

Structure Fit on Fit on Progressive min(Var) min(Var min(Var
starting str. average str. fitting +Prev) +NN)
Ag all® 13.85 6.13 10.14 1.32 1.40 1.91
AB NN=1P 21.19 09.63 0.18 6.38 1.30 0.27
ApB NN=10¢ 23.30 10.55 0.52 7.14 3.49 0.31
AB NN=501 25.05 11.22 2.76 9.07 6.85 0.49
Ap prev® 22.85 10.83 0.00 6.56 0.88 0.28
RS all® 10.82 14.32 25.45 5.29 6.05 9.32
RS NN=1P 25.81 43.95 5.07 16.63 13.46 2.55
RS NN=10¢ 26.79 41.75 8.54 17.77 17.89 2.59
RS NN=504 25.81 37.80 13.92 17.08 18.34 3.30
RS prev® 28.57 43.82 0.00 19.64 2.13 2.82
Lysozyme all® 0.08 0.03 0.75 0.03 0.03 0.04
Lysozyme NN=1P 0.07 0.03 0.69 0.03 0.03 0.01
Lysozyme NN=10° 0.07 0.03 0.91 0.03 0.03 0.01
Lysozyme NN=504 0.07 0.04 1.07 0.04 0.03 0.01
Lysozyme prev® 0.10 0.05 0.01f 0.05 0.01 0.01

& All structures in the ensemble were considered for the RMSD calculation.

b One nearest neighbour was considered for the RMSD calculation.

¢ Ten nearest neighbours were considered for the RMSD calculation.

4 Fifty nearest neighbours were considered for the RMSD calculation.

¢ A preceding structure in a trajectory was considered for the RMSD calculation.

f The value deviates from zero due to the accumulated numerical errors during the progressive
superpositioning.



11

S8

Convergence analysis: description of the Monte Carlo simulated annealing proce-
dure and graphical illustration of the min(Var), min(Var+Prev) and min(Var+NN)
convergence.

Method

Iterative variance minimization algorithms in practice are known to converge rapidly (32, 33).
Convergence analysis and the verification of the stationary solutions has previously been per-
formed by Shapiro et al. (34). To investigate the dependence of the algorithms described above
on the initial conditions and to estimate their convergence, we employed a Monte Carlo based
simulated annealing procedure. A random structure from a trajectory was selected and rotated
by applying a random rotation matrix. The acceptance of the new rotation was guided by the
Metropolis criterion (35), where the minimizable functions were defined by the equations (1),
(4) and (6) in the main manuscript for the min(Var), min(Var4Prev) and min(Var+NN) algo-
rithms, respectively. The temperature schedule was applied in a simulated annealing manner
(36) by gradually cooling the system down and heating it up again after no acceptance was
encountered for a certain number of iterations. The procedure was repeated for 10° iterations
over a trajectory. The search for the min(Var) and min(Var+Prev) algorithms was started with
various initial conditions, also considering the best result achieved by the iterative procedures.
As a dependence of the min(Var+NN) algorithm on the starting rotations of the structures was
observed, the Monte Carlo search for this method was started from the progressively fit trajec-
tory, as well as from the solution reached by the iterative procedure. The values obtained by
the Monte Carlo routines can be considered as deep local minima, possibly close to the global
minimum. They served as reference points for the iterative procedures. The min(Var) and
min(Var+Prev) runs were initialized from an MD trajectory of the RS peptide superimposed
onto a randomly selected structure. We generated 100 such starting ensembles to estimate the
dependence of the algorithms on the initial conditions. For the min(Var+NN) approach, we
pre-superimpose an ensemble using progressive fitting. Therefore, testing the dependence on
the initial conditions was not necessary in this case. Instead, we chose various numbers of the
nearest neighbours, namely 3, 10 and 50, and evaluated the convergence of the algorithm. The
iterative runs and Monte Carlo search for the convergence analysis were performed using the
RS peptide’s MD trajectory, considering the Ca atoms for the superpositioning and variance
calculation.

Results The min(Var) and min(Var+Prev) algorithms were found to converge rapidly to a value
that was identified to be a deep minimum by the Monte Carlo search. For both methods,
independent on the starting conditions, the solution for the RS peptide’s MD trajectory was
found within the first 10 iterations. The performance of the min(Var+NN) was evaluated for the
three different numbers of nearest neighbours (3, 10, 50) considered during the superpositioning.
Taking into account a larger local neighbourhood comes at a cost of slower convergence. A weak
fluctuation of the variance was observed for larger numbers of nearest neighbours even after
the variance stops decreasing. During the testing phase of the min(Var+NN) algorithm, it was
observed that with larger numbers of nearest neighbours multiple deep local minima may occur
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(data not shown). To avoid a dependence on the initial conditions, we implemented a progressive
pre-superpositioning step for the algorithm.
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Figure S6: Convergence analysis of the min(Var), min(Var+Prev) and min(Var+NN)
algorithms. (A,B) Depictions of the mass weighted variance over the ensemble for the different
number of iterations of the algorithms starting from various initial conditions. (C) The change of
the mass weighted variance over the iterative runs is given for the 3, 10 and 50 nearest neighbours
taken into consideration by the min(Var+NN) algorithm. Monte Carlo search results mark the
reference variance values. MD trajectory of the RS peptide was used for the analysis.
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S9

Comparison of the superpositioning methods

Method

To compare the effect of different superpositioning approaches, it is desired to superimpose struc-
tural ensembles treated with different superpositioning techniques such that the least squares
difference between the corresponding members of the ensembles is minimal. The relative ro-
tations within each ensemble must be retained, as they carry information of the effect of a
superpositioning method applied. This can be achieved by finding a single rotation matrix opti-
mally frame-by-frame superimposing two ensembles. For this purpose we define the minimizable
function

1
E = 3 Z an (Uxpr — ym)2 (S1)
T n
where x and y are the members of the two superpositioned trajectories. Imposing the
orthogonality constraints and following Kabsch’s derivation, we find that

UV+L) =W (S2)

with L being the Lagrange multiplier matrix, vi; = Y > Wn&nir&njr and wij = > Y WnTnjrYnir-
Eq. (S2) can be solved as shown by Kabsch (37).
This method was used to pairwise superimpose the normal mode and MD ensembles of the
Af peptide, RS peptide and lysozyme processed with the different superpositioning methods.
To quantify the effect of the superpositioning approaches, the distance between the ensembles
was calculated by summing the pairwise RMSD values over all structures and normalizing by
the number of frames in a trajectory.

Results

A comparison of the superpositioning methods was performed by pairwise superimposing struc-
tural ensembles, retaining the relative orientations of the molecules within the trajectories. The
quantitative evaluation of the methods is summarized in Figure S7, where small RMSD val-
ues indicate a similar superposition. The upper right triangular of the matrices in Figure S7
corresponds to the normal mode ensembles. In this case, all atoms were considered for the
superpositioning and RMSD calculation. The lower left triangles of the matrices were con-
structed from the MD ensembles by considering the Ca atoms for the analysis. For all the
three proteins analysed, all the superpositioning methods rotated the normal mode ensembles
differently in comparison to the non-fitted reference. However, the differences are very small:
for the normal mode ensembles, RMSD values for a pair of structures in Figure S7 are mul-
tiplied by the factor 10® to provide meaningful comparison. The min(Var), min(Var+Prev)
and min(Var+NN) with 50 nearest neighbours considered appear to yield similar results for the
Ap and RS peptide normal mode ensembles, whereas for the case of lysozyme min(Var+NN)
produces a different set of rotations from the other methods. However, the difference is minor
and the min(Var4+NN) trajectory could not be distinguished from the other trajectories treated
with the other techniques when comparing it to the intact reference ensemble. Interestingly,
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the progressively superpositioned normal mode ensemble of the RS peptide significantly differs
from the others, but combining it with the variance minimization in the method min(Var+Prev)
brings its RMSD close to the other approaches.

Comparison of the superpositioning methods based on the MD ensembles reveals a high
similarity between the min(Var) and min(Var+Prev) procedures. This finding complements the
observation in Figure S5, indicating that the min(Var) and min(Var+Prev) algorithms produce
similar ensembles. In contrast, the min(Var+NN) method is mapped further from the other
variance minimizing algorithms in Figure S5, which is corroborated in Figure S7 which shows
that the min(Var+NN) algorithm samples a unique solution, particularly for the RS peptide.
The Theseus method was not included in the comparison, because structures superpositioned
with the maximum likelihood approach may not have their centers of mass set to the origin.
However, the rotation procedure for two ensembles using one rotation matrix for every structure
as applied here is correct only when the translational motion is removed.
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Figure S7: Comparison of the superpositioning methods. The mean of the pairwise
RMSD values for every structure in the normal mode ensembles (upper right triangle) and
MD trajectories (lower left triangle) for the AS peptide (A), RS peptide (B) and lysozyme (C)
superimposed with different superpositioning methods.
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S10

Analysis of the local neighbourhood

An estimator for the superposition quality is constructed as a normalized difference between the
RMSD sum over the local neighbourhoods after the ensemble superpositioning and the optimal
RMSD value:

> Sy (RMSDyy, — RMSDA )
S vy RMSDE

where RM S Dy, is an RMSD value calculated over the Ca atoms between a structure ¢ and
the molecules in it’s local neighbourhood after applying one of the ensemble superpositioning
algorithms. RM SD%’]tVt is the RMSD value obtained from the pairwise superpositioning. Anal-
ogously, the difference between the superimposed ensemble variance and the minimal variance,
for which we use the result of the min(Var) algorithm, is constructed

(S3)

Var -V
yar— Varopt (S4)
Varop:

For convenience we express the measures (S3) and (S4) in percentage and use them to
quantify the performance of the different superpositioning algorithms applied to the A peptide,

RS peptide and lysozyme.
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S11

Analysis of the lysozyme’s NM and MD ensembles

Effect of essentially different superpositioning approaches, min(Var) and Theseus, was analysed
by looking into the principal motions of lysozyme. The normal mode and molecular dynamics
ensembles were generated and superpositioned accordingly (see Figure 5 in the main manuscript).
In addition to the variances and conformational entropies provided in the Tables 2 and 3 in
the main manuscript, we analysed the Root Mean Square Fluctuations of the Ca atoms over
the ensembles of lysozyme. Figure S8 provides a quantitative estimate of the effect that was
visualised in the main manuscript’s Figure 5. Theseus superpositioning has a strong effect on
the residue flexibility in both, NM and MD, ensembles. NM ensemble without superposition
serves as a reference, since by definition it contains no external degrees of freedom. min(Var)
approach results in an RMSF profile almost identical to that of the intact NM trajectory. Similar
difference, only of larger magnitude, between the min(Var) and Theseus superpositions can be
observed in the MD ensembles.
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Figure S8: Root Mean Square Fluctuations for the structural ensembles of lysozyme.
RMSF analysis was performed for the ensembles depicted in the Figure 5 in the main manuscript:
(A) normal mode, (B) molecular dynamics ensembles.



17

Eigenvalue spectra of the convariance matrices (Figure S9) complement previous observation
of significantly larger conformational entropy (Table 3 in the main manuscript) estimated for
the Theseus superpositioned in comparison to the non-fitted NM ensemble.
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Figure S9: Eigenvalue spectra of the covariance matrices for the structural ensembles
of lysozyme. Covariance matrix was constructed and diagonalized for the ensembles depicted
in the Figure 5 in the main manuscript: (A) Normal Mode, (B) Molecular Dynamics ensembles.
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S12

Conformational entropies of the molecular dynamics ensembles

Conformational entropies for the MD ensembles were calculated using Schlitter’s formula (38)
and considering Ca atoms only. The new superpositioning methods provide values for the
conformational entropies that are in between of the variance minimized and progressively super-
imposed ensembles. The min(Var) approach consistently results in low conformational entropies,
which is expected when as much as possible of external degrees of freedom are removed. Results
of the maximum likelihood based superpositioning are divergent: for the AS peptide the esti-
mated conformational entropy for the Theseus algorithm is smaller than for any other fitting
approach. On the contrary, Theseus conformational entropy for lysozyme is comparable to the
progressively superpositioned trajectory, whereas for the RS peptide, maximum likelihood based
method yields a value similar to that of the min(Var) algorithm.

Table S4: Conformational entropies (J/mol K) of the molecular dynamics ensembles.

Structure Fit on Fit on Progressive min(Var) min(Var+Prev) min(Var Theseus
starting str. average str. fitting MD TSP +NN)2

Ap peptide 2393.04 2356.21 2402.74 2349.76  2376.46 2376.88 2379.26  2259.85

RS peptide 989.40 978.97 1006.91 974.96 985.09  986.10 975.618  975.73

Lysozyme 5379.32 5380.25 5440.95 5377.70  5393.10 5388.96 5401.38  5439.57

2 50 nearest neighbours were considered.
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S13

Computational time estimate for the min(Var+NN) approach

The computational time required by the min(Var+NN) algorithm was estimated on a worksta-
tion with 4 Intel Xeon 2.67 GHz CPUs. Performing 100 iterations for 10001 frame of the AS
peptide considering Ca atoms, 50 NN and running 100 iteration cycles took about 14 minutes,
where the pre-processing part was parallelized on 4 threads and the iteration part was running
on 1 thread only. If the iteration part is also parallelized on four threads, the run time for this
system decreases to approximately 5 minutes, however, the result in terms of variance deviates
slightly from a serial run due to the specifics of parallelization.
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