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ABSTRACT: There has been considerable debate on the
existence of a low-barrier hydrogen bond (LBHB) in the
photoactive yellow protein (PYP). The debate was initially
triggered by the neutron diffraction study of Yamaguchi et al.
(Proc. Natl. Acad. Sci., U. S. A., 2009, 106, 440−444) who
suggested a model in which a neutral Arg52 residue triggers the
formation of the LBHB in PYP. Here, we present an alternative
model that is consistent within the error margins of the
Yamaguchi structure factors. The model explains an increased
hydrogen bond length without nuclear quantum effects and for a
protonated Arg52. We tested both models by calculations under
crystal, solution, and vacuum conditions. Contrary to the
common assumption in the field, we found that a single PYP in
vacuum does not provide an accurate description of the crystal conditions but instead introduces strong artifacts, which favor a
LBHB and a large 1H NMR chemical shift. Our model of the crystal environment was found to stabilize the two Arg52 hydrogen
bonds and crystal water positions for the protonated Arg52 residue in free MD simulations and predicted an Arg52 pKa upshift
with respect to PYP in solution. The crystal and solution environments resulted in almost identical 1H chemical shifts that agree
with NMR solution data. We also calculated the effect of the Arg52 protonation state on the LBHB in 3D nuclear equilibrium
density calculations. Only the charged crystal structure in vacuum supports a LBHB if Arg52 is neutral in PYP at the previously
reported level of theory (J. Am. Chem. Soc., 2014, 136, 3542−3552). We attribute the anomalies in the interpretation of the
neutron data to a shift of the potential minimum, which does not involve nuclear quantum effects and is transferable beyond the
Yamaguchi structure.

■ INTRODUCTION

The photoactive yellow protein (PYP) is a small 125 amino
acid protein that was purified from the phototropic bacterium
Halorhodospira halophila.1 PYP was the first protein for which
the X-ray structure provided evidence for a short strong
hydrogen bond2 with direct relation to function. Later,
Yamaguchi et al.3 classified this H-bond as a low barrier
hydrogen bond (LBHB) with a delocalized proton. The
classification was based on a combined X-ray and neutron
diffraction study, which revealed an unusually large covalent
deuterium bond distance of 1.21 Å for the deuterium (Glu46-
D) between residue Glu46 and the oxygen of the PYP
chromophore (Figure 1), para-coumaric acid (pCA). This bond
length is significantly longer than the 1.0 Å expected for a
regular covalent hydrogen bond, a feature indicative of a
delocalized LBHB. Yamaguchi et al.3 placed the Glu46-D
deuterium at the minimum of an FO − FC omit map, in which
the Glu46-D was removed. An experimental resolution of 1.5 Å
was reported3 for the light deuterium atoms. At this resolution,
also other Glu46-D bond lengths agree with the experiment,

but no alternative structural interpretations have been reported
in the literature.
In addition to the peculiar position of the Glu46-D

deuterium, residue Arg52, which shields the hydrophobic
chromophore pocket from the solvent, was suggested to be
deprotonated3 even at the experimental pD of 9. A
deprotonated Arg52 was concluded based on a lack of nuclear
density at two out of four deuterium positions, DH12 and
DH22, with occupation values of 0.22 and 0.68, respectively.
Prior to the Yamaguchi study, Arg52 was assumed to be
protonated2 because it is located solvent exposed at the PYP
surface where it shields the chromophore pocket tightly in the
ground state. The hydrogen bond network was believed to
loosen only in the blue-shifted pB state further down in the
photocycle.4 Furthermore, theoretical results suggest that a
protonated arginine is required to control the photoisomeriza-
tion of the chromophore5,6
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A model connecting the two observations, which we here
refer to as the Yamaguchi model,3 was proposed in which a
LBHB at the Glu46-D deuterium position is a consequence of
the deprotonation of the Arg52 residue. This model has been
investigated in several theoretical works. The earliest works by
Saito et al.7−10 focused on the energetics of the Glu46-D
position, the neutral Arg52 protonation state, and the
discrepancy between the LBHB and NMR data published by
Sigala et al.11 In their work, Sigala et al.11 measured the 1H
NMR chemical shift of Glu46-H for PYP in solution but did
not find the large chemical shifts expected for a LBHB (i.e.,
17−19 ppm). Instead, Sigala et al. reported a solution chemical
shift of δH = 15.2 ppm.11 Furthermore, Oktaviani and
Yoshimura et al.12,13 did not observe changes associated with
Arg52 over the pH range 3.4 to 11.2, suggesting that Arg52
remains protonated, unless its pKa is below 3.4. The latter,
however, would require a pKa shift of 8 units, which can be
considered highly unlikely for solvent exposed arginines.14 Both
observations seem to argue against the Yamaguchi model in
solution.
Further support that Arg52 is protonated for PYP in solution

comes from calculations by Saito and Ishikita,7,8 who estimated
a pKa above 12 based on a PB continuum model, in line with
results from the NMR titration experiments of Oktaviani and
Yoshimura et al.12,13 They further computed Glu46 1H NMR
chemical shifts of δH = 14.5−14.6 ppm for QM/MM optimized
geometries7 in agreement with Sigala et al.11 In contrast, the
unoptimized crystal geometry in vacuum led to a much larger
value of δH = 19.7 ppm. The authors concluded their work by
stating that the hydrogen positions in the Yamaguchi structure
were “essentially reasonable”7 given the 1.5 Å resolution, thus
questioning their own strong arguments against a LBHB in
PYP.
The Yamaguchi model remained appealing and triggered

further interest in the theoretical community, in which the
Yamaguchi model regained support in two recent theoretical
works by Nadal-Ferret et al.15 and Kanematsu et al.16 The first
study by Nadal-Ferret et al.15 supported the Yamaguchi model
based on calculations of the nuclear deuterium wave functions
with a QM/MM description of the hydrogen bond potential.
Their calculations showed that only for a deprotonated Arg52
does Glu46-D delocalize, whereas it reverts into a regular
hydrogen bond for a protonated Arg52. Kanematsu et al.16

reached the same conclusions independently with their
multicomponent quantum mechanical ONIOM method. Both
works relied on CAM-B3LYP/6-31+G(d,p)17 density func-

tional theory [DFT] calculations of the crystal coordinates in
vacuum.
Previous theoretical studies of the LBHB rested on the

assumption that the influence of the environment surrounding
the protein on the LBHB is small and that crystal conditions
were therefore sufficiently well described by a single copy of the
charged protein in vacuum. Based on this assumption, support
for the hypothesis that the formation of the LBHB in PYP in
the crystal is triggered by the deprotonation of Arg52 was
reported,15,16,18 but without an explanation for the rather
unusual protonation state of this intrinsically high pKa
residue.14

A visual inspection of the crystal unit cell [Figure 2] reveals a
wide solvent accessible pore through the crystal lattice, with

which Arg52 is in direct contact. Since water and ions can move
freely through that pore, Arg52 is in direct contact with solvent
molecules. As the buffer solution in the experiment has a high
ionic strength with 1.1 M sodium chloride and 2.5 M
ammonium sulfate, the crystal is likely highly polar but charge
neutral, unlike the crystal structure in vacuum, which has a net
charge. In the crystal, the adjacent proteins and solvent provide,
due to their polarizability, markedly more shielding for the
electrostatic interaction between charged residues and the
LBHB than a vacuum environment. This effect reduces the
interaction of charged residues at the PYP surface with the
LBHB candidate in the crystal compared to a vacuum
environment.
Several open questions remain regarding Arg52 and the

LBHB. If the Yamaguchi model is valid, how does the crystal
environment shift the pKa of Arg52 from above 12 in solution
to below 9 in the crystal? Furthermore, it remains unclear how
the large extent of Glu46-D delocalization, as observed in
previous calculations on an isolated protein in vacuum,15

changes when basic elements of the crystal unit cell are
included into the calculations such as symmetry mates, water
molecules, and ions. Finally, given the low signal-to-noise for
the light atom positions in the Yamaguchi et al.3 neutron data,
can there be alternative structural models, which do not require
a deprotonated Arg52 or nuclear quantum effects at room
temperature, to account for the measured neutron structure
factors?
To address these open questions, we have performed a series

of MM and QM/MM computations, in which we calculated the

Figure 1. PYP chromophore pocket. The chromophore pocket of PYP
is shown, including the hydrogen bonding partners of the
chromophore and Arg52.

Figure 2. PYP crystal pore. Semi-opaque rendering of the solvated
2ZOI crystal model illustrating the environment previously approxi-
mated by vacuum. In the center, the solvent pore is visible, with which
Arg52 (sticks) is contact.
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difference in the pKa of Arg52 between PYP in solution and
crystal, the nuclear equilibrium density of the Glu46-D, and 1H
chemical shift. The previously suggested Arg52 trigger
mechanism in the formation of a Glu46-D LBHB was only
observed for the charged crystal structure in vacuum but not in
a solvated or crystal environment. Our results suggest that
Arg52 is protonated and the LBHB does not form. We further
reinvestigated the Yamaguchi et al.3 neutron diffraction data
and argue that the signal-to-noise ratio for the Arg52 deuterium
atoms is not high enough to conclusively determine the
protonation state. At the Glu46-D location, we observed that
also bond lengths below the 1.21 Å reported by Yamaguchi et
al.3 produce very similar FO − FC maps. Based on our calculated
Glu46-D nuclear equilibrium densities and the structure factors
measured by Yamaguchi et al.,3 we attribute the increase of the
Glu46-D bond length to a shift of the minimum on the
underlying potential energy surface without LBHB formation.
Both our alternative model and the original Yamaguchi model
fit the X-ray and neutron scattering data within experimental
uncertainty. However, in contrast to the Yamaguchi model, our
model also agrees with NMR solution data,11−13 and the
protonation state of Arg52 in our model is more in line with a
pH of 9.

■ METHODS
Preparation Crystal Structure. The neutron diffraction structure

of Yamaguchi et al.3 (2ZOI) was completed for missing protein and
solvent atoms using the GROMACS4.619,20 tools. The Yamaguchi et
al.3 structure was post-processed to leave the resolved hydrogen and
deuterium positions of protein and water atoms unchanged. We
further also prepared the high resolution 1.2 Å X-ray structure of
Coureux et al.21 (2QJ5) in the same way as an independent reference.
From the completed vacuum structures, AMBER0322,23 protein

force field parameters were generated with a previously described
AMBER03 extension for the PYP chromophore.24 In order to also
describe the deprotonated Arg52 residue at the molecular dynamics
level, charges for the deprotonated arginine residue were parametrized
into the AMBER0322 protein force field. This was done by deriving
point charges for the deprotonated state while keeping all other
arginine parameters unchanged. To this end, the residue was capped
with NME (methylammonium) at the C-terminus and ACE (acetate)
at the N-terminus. The structure was optimized at the B3LYP25/cc-
pVTZ//HF/6-31G** level of theory from which RESP26 charges were
derived, see Duan et al.22 for details.24

The potentials for the Glu46-D nuclear equilibrium densities as well
as for the Glu46-D quantum corrections to the Arg52 protonation free
energy were calculated using the QM/MM Gaussian0927 interface in
GROMACS 4.6.19,20,28 A QM region was constructed, which consisted
of the pCA chromophore, its hydrogen bonding partners, Pro68,
Glu46, Tyr42, and Arg52. In this QM zone, the side chain bonds were
capped between the QM and MM zones at the protein backbone using
hydrogen link atoms. The link atoms were placed at an effective
distance of 4 Å or four bonds away from the Glu46-D atom. At the
boundary, direct MM bonding partner charges were omitted29 during
the QM optimization to reduce the effect of overpolarization. We
further cross-checked the QM/MM procedure against previously
published vacuum calculations.15 The remaining protein interacted
with the QM zone via electronic embedding for which the
AMBER0322,23 partial charges were used. Unless specified otherwise,
a cutoff of 5 nm was used, which included a 5 nm sphere of ionic
solution and a 5 nm sphere crystal environment into the MM
environment.
Three MM environments were considered: The “vacuum environ-

ment” consisted of only the protein, the resolved crystal water
molecules, and no ions, modeled after the system of Nadal-Ferret et
al.15 No modifications were made to the structure other than
completing the structure for missing heavy atoms and protons. The

“crystal environment” consisted of a PYP copy in the center of the
crystal slab [Figure 3, left]. The “solvated environment” was
constructed by placing a single protein copy of the PYP in solution
[Figure 3, right].

We created a crystal model in contact with a solvent reservoir that
mimics the experimental conditions of high ion concentration as
described by Yamaguchi et al.3 This model [Figure 3] is the first to
include space group (P63) and crystal packaging information from
experiment, both of which have not been considered in previous
computational studies of the Glu46-D hydrogen bond in PYP. In the
crystal model, the unit cells must be neutral on average to prevent a
Coulomb explosion of the crystal. Charge neutrality requires modeling
of the unknown ion distribution in the crystal as no ion positions were
resolved experimentally.3 Modeling of a charge neutral crystal was
achieved through equilibration of solvent and ion molecules into the
crystal in a molecular dynamics simulation using the setup described
below. The ionic reservoir has approximately the same ionic strength
as the experimental buffer solution3 used in the experiment.

A model of the PYP unit cell was constructed by including all six
symmetry mates (P63) from the symmetry information specified in the
2ZOI structure using Chimera.30 This unit cell was replicated two
times along the ±z direction, parallel to the crystal pore [Figure 2]. A
reservoir buffer of 5 M NaCl31 solution was added to the system
together with a single PYP protein as shown in Figure 3. The final
setup consisted of 19 copies of PYP, 19663 TIP3P water molecules,32

1872 Na+, and 1776 Cl− ions,31 totaling 99307 atoms. The central unit
cell was in contact with the other crystal unit cells and the ionic
solution inside the crystal but not with the buffer reservoir (left side of
Figure3). Therefore, this central unit cell, referred to as unit cell 1, was
used for analysis. The size of the simulation box was chosen such that
the solvated PYP was 5 nm away from the crystal slice and fully
embedded in solvent, while the central PYP molecules in the crystal
model were embedded in approximately 5 nm of other crystal
symmetry mates. This simulation setup was coupled to a thermal bath
via the v-rescale33 thermostat at 300 K with a 1 ps time constant.
Anisotropic Berendsen pressure coupling with compressibility 1.0 ×
10−13 bar−1 in xy and 4.5 × 10−5 bar−1 in z direction was applied with a
time constant of 1 ps, corresponding to a flat two-dimensional crystal.
Electrostatics were treated by PME using a Fourier grid spacing of 0.12
nm with a direct space cutoff of 1.0 nm for Coulomb and Lennard-
Jones interactions. The system was equilibrated for 25 ns using a 1 fs
time step and position restraints on the heavy protein atoms with a
force constant of 1000 kJ mol−1 nm−1 and no protein bond length
constraints. Water molecules were kept rigid with SETTLE.34

Initially, randomly selected water molecules were replaced with
ions. The equilibration time of the ions was chosen such that the ions
permeated through the full depth of the central crystal pore [Figure 2].
The central crystal pore is a feature observed experimentally3 as a
result of the crystal structure and space group information. This way, a
charge neutral crystal model was obtained. For the calculations of the
nuclear equilibrium densities of Glu46-D, the protein crystal
coordinates were fitted back onto the equilibrated model to

Figure 3. PYP free energy setup. Solvated simulation setup of three
PYP crystal unit cells and a solvated PYP in 5 M NaCl buffer solution.
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compensate for small deviations from the average position in the X-ray
structure.
pKa Shift Estimation. The pKa value of solvent exposed arginine

residues lies above 12.35 In PYP, residue Arg52 is exposed to the
solvent even under crystal conditions. One would therefore expect
Arg52 to be protonated at the experimental pD value of 9. In order to
explain the deprotonated Arg52 in the Yamaguchi structure,3 a large
pKa shift of −3 pKa units has to be induced by the crystal environment
over the solution phase.12,13 A shift of this magnitude should be
detectable in free energy calculations.
To estimate the pKa shift between crystal and solution, we

calculated the free energy difference ΔΔGcryst−solv between Arg52
protonation in the crystal and solvated environments; see SI for details
of the thermodynamic cycle. This free energy was further also
corrected for the quantum delocalization of the Glu46-D deuterium.
The pKa shift was calculated by thermodynamic integration using the
crystal−reservoir simulation box [Figure 3] introduced above.
According to the TIP3P water model, the bond lengths of the water
molecules were constrained.34 The simulation parameters of the
equilibration phase were used without modifications, including
position restraints on the heavy protein atoms with a force constant
of 1000 kJ mol−1 nm−1, no constraints on protein bond lengths, and a
1 fs integration time step.
The applied restraints are an approximation in solution to obtain

the free energy difference between the correct states. The most
important conformational changes contributing to the free energy are
the two Arg52 conformations. In order to calculate the free energy
differences for (de)protonating Arg52, it is mandatory that the free
energy difference is calculated between the two closed conformations
as otherwise the wrong difference would be considered. Under the
assumption that the Arg52 is indeed deprotonated in the crystal as
Yamaguchi et al.3 have suggested, imposing restraints that favor the
crystal structure may artificially upshift the pKa of Arg52 for PYP in
solution.
The classical contribution to the pKa shift, ΔΔGTI, was calculated by

linearly interpolating the system Hamiltonian between the state at λ =
0.0, in which Arg52 was protonated in the crystal and deprotonated in
the solvated PYP, and the state with λ = 1.0, in which Arg52 was
protonated in the solvent and deprotonated in the crystal. This setup
was designed to maintain charge neutrality, which is essential to avoid
artifacts,36 throughout the free energy cycle. The λ dependent
Hamiltonian was integrated in 21 discrete λ windows of 20 ns MD
sampling. The last 15 ns of each trajectory was used for the analysis.
The same thermodynamic integration procedure was repeated for the
inverse process from λ = 1 to λ = 0. An error estimate for ΔGTI was
bootstrapped from the simulation data using 2500 bootstrap samples
from 0.5 ns trajectory windows.
The contribution to the pKa shift obtained from these classical MD

simulations (ΔΔGTI) does not include contributions from the
delocalization of Glu46-D, which may occur if the Arg52 protonation
state becomes neutral. We corrected the Arg52 protonation free
energy for quantum effects in two steps. First, the free energy
contribution of a classical particle Glu46-D deuteron, ΔΔGcl

AMBER03,
described at the AMBER03 force field level of theory was subtracted
[SI eq 4]. We calculated this classical particle contribution by
numerical integration over the conformational space, a sphere with a
radius corresponding to the AMBER03 O−H distance rOH, accessible
to the particle given the same fixed oxygen position also used in the
determination of the DFT PES. Then, the contribution from the
deuterium was reintroduced as a nuclear equilibrium density, ΔΔGqm

DFT,
described in the next section. The subscripts qm and cl denote
whether a quantum mechanical (wave function) or classical (particle)
description of the nucleus was used. This process was repeated for the
crystal and solution environment, leading to the final quantum
corrected estimate, ΔΔGcryst−solv. A detailed derivation of the individual
terms is given in the SI.
The final pKa shift estimate

Δ ≈ ΔΔ −K G RTp /(2.303 )a
cryst solv (1)

with RT300K = 2.494 kJ/mol was calculated from the quantum
corrected Arg52 protonation free energy

ΔΔ ≈ ΔΔ − ΔΔ + ΔΔ−G G G Gcryst solv TI
cl
AMBER03

qm
DFT

(2)

Although our calculations of the Glu46-D nuclear equilibrium densities
that are explained below suggest that neither with a protonated nor
deprotonated Arg52 a LBHB is formed in the crystal or solution, we
nevertheless investigated the effect the LBHB would have on the pKa
of Arg52. In these simulations, which are described in detail in
Supporting Information (S5−S7), we calculated the free energy
required to deprotonate Arg52 in a infinitely periodic crystal with and
without a LBHB between Glu46 and the chromophore. The former
situation was modeled by using atomic charges [see SI S-5] for the
Glu46−chromophore pair with a LBHB, whereas for the latter
situation, the normal AMBER03 charges were used as described in the
Methods section.

Glu46-D Quantum Corrections and Equilibrium Densities. In
the quantum correction to the free energy and calculations of the
nuclear equilibrium densities, the Glu46-D deuterium was treated as a
nuclear quantum particle in an electronic potential described by DFT.
The corrections were calculated for two QM/MM potential energy
surfaces, calculated at the MPW1B9537 and CAM-B3LYP17 levels of
theory with AMBER0322 MM point charges and a 6-31+G(d,p) basis
set. The nuclear equilibrium densities correspond to the probability
density of finding the deuteron in its potential energy landscape at 300
K. Derived bond length expectation values can differ from the
potential energy minimum due to zero point and thermal effects. The
DFT potential energy for Glu46-D was evaluated on a numerical grid
of 17 × 16 × 17 points around the geometrical center of the bond
from the crystal structure coordinates. The grid spacing Δh = 0.15
bohr was chosen such that the scanned region included both minima
relevant for the delocalization of the particle. Because the deuterium
wave function was solved in these calculations, we considered all
possible O−D bond lengths and angles within the grid region
simultaneously.

In addition to these single particle nuclear equilibrium densities,
also a three particle O−D−O system was solved on a 19 × 17 × 19
grid. In these calculations, a finer grid spacing of Δh = 0.05 bohr was
used for the two oxygen nuclei (pCA-O, Glu46-O) due to their larger
mass. Each of the three particles was treated as a 1D degree of
freedom, which was fully coupled to all others. The two oxygens
Glu46-O and pCA-O from the chromophore were scanned along their
CO bonds, whereas the deuteron was scanned along the coordinate
connecting the two oxygen rest positions. The three particle potential
energy surfaces were calculated in a QM/MM crystal model using the
CAM-B3LYP17/6-31+G(d,p) level of theory. The QM region was
energy minimized following the procedure used in the calculation of
the NMR chemical shifts below. The potential energy at each of the
4624 (D), and 6137 (O−D−O) grid points was evaluated with QM/
MM single point calculations. The potential energy grids were used as
input to solve the discretized Schrödinger equation.

The extent of delocalization of Glu46-D was calculated by solving
the 3D stationary discretized nuclear Schrödinger equation

ψ ψ−ℏ + =
⎡
⎣⎢

⎤
⎦⎥m

ED V
2

2
2

N N N
(3)

for the hydrogen/deuterium atom of mass m, second derivative
operator D2, and potential energy VN. The NuSol

38 program was used,
which implements the sinc-DVR method as described by Colbert and
Miller.39 This approach can be applied to similar problems as the AI-
PIMD methods applied by Markland et al.40 The calculations were
performed in atomic units with ℏ = 1 and deuterium and hydrogen
massed as suggested by NIST CODATA 2014, mdeuterium = 3670me and
mhydrogen = 1836me, respectively. For the oxygen nucleus, a mass of 16
protons or mhydrogen = 29376me was used.

With this approach, the three-dimensional Glu46-D ground and first
10 excited state nuclear wave functions were calculated. Subsequently,
the equilibrium density, ρ, was derived by Boltzmann weighting the
eigenstates with their corresponding energies at the experimental
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temperature of 300 K. Throughout the manuscript, all nuclear
equilibrium densities are at 300 K.
The two sources of nuclear delocalization considered here are

quantum effects of the ground state and thermal effects due to the
population of nuclear excited states. A LBHB should have excited
states very close to the ground state, which is why at 300 K there could
be a significant extent of nuclear excited state occupation. The state
populations can be determined from the energies of the calculated
eigenstates. This way, we distinguish changes in the location of the
potential minimum and the ground state density from changes in the
extent of delocalization due to thermal occupation.
Calculation of Chemical Shifts. 1H NMR chemical shifts are

sensitive to small changes in hydrogen bond lengths, and solution
values are available for PYP.11 We calculated the chemical shifts for
Glu46-H in the three electrostatic environments introduced above:
“vacuum”, “solvent”, and “crystal”, using the same QM/MM region
separation. Prior to the chemical shift calculations, the QM region was
optimized in the field of the static MM environment at the CAM-
B3LYP/6-31+G** level of theory. During the optimization, all heavy
atoms of the protein backbone up to the Cβ carbon were frozen, and
only the remaining QM zone degrees of freedom were optimized. The
1H chemical shifts were calculated in the presence of the full MM
environments around the protein from the optimized QM/MM
geometries using the GIAO method41 as implemented in GAUS-
SIAN09.27 All shifts are reported relative to the TMSP-d4

11 δH = 31.72
ppm averaged reference, which too was optimized at the CAM-
B3LYP/6-31+G** level of theory in combination with a PCM
continuum model42 of water with ϵwater = 78.3553.

■ RESULTS AND DISCUSSION

Stability of the Arg52 Hydrogen Bond Network. The
stability of the Arg52 hydrogen bond network in the crystal was
investigated. The Arg52 hydrogen bond network consists of
two hydrogen bonds to residues Tyr98 and Thr50 with a bond
length of d = 0.2 nm.3 First, Arg52 was simulated in the
protonated state, and the lengths of the two hydrogen bonds
were obtained for the six PYP copies in the center of the crystal
model from 200 ns of free MD simulation [Figure 4a]. Of the
19 PYP copies in the system, only the six copies in the center of
the crystal slab were considered as these most closely represent
the crystal environment. Next, the deprotonated Arg52 was
simulated for the neutral arginine force fields with charges
derived according to AMBER03 specifications [Figure 4b and
SI]. In the simulations with a protonated Arg52, the hydrogen
bond network remained intact, with the exception of one PYP

copy, in which the bonds broke after ∼150 ns. In contrast to
the protonated Arg52, the deprotonated Arg52 led to rapid
breaking of the hydrogen bond network within the first
nanosecond of simulation for all six copies of PYP. Two
complementary parametrizations for a neutral arginine side
chain were tested as well but did not affect the stability of the
hydrogen bond network around Arg52. Thus, also in these
simulations, the hydrogen bonds between the protein and
Arg52 side chain disrupted rapidly. The results of these
alternative parametrizations are discussed in the SI [SI-10].
The observed breaking of the hydrogen bond network for

the neutral Arg52 caused the residue to move into the solvent
and away from the position reported in the experimental X-ray
structures 2ZOI, 2ZOH, and 2QJ5. Only the protonated Arg52
remained close to the conformation found in the X-ray
structure with the hydrogen bond network in tact. It seems
reasonable to assume that the experimental X-ray structures
rule out an outward flipped Arg52 conformation.
In the X-ray and neutron diffraction structures3 at 298 K,

there is a well resolved crystal water molecule (ID 1023 in
2ZOI), which is in contact with Arg52. In our crystal MD
simulations with a protonated Arg52, we also observe a water at
that position, which reversibly exchanged during the
simulations. However, in the simulations of the deprotonated
Arg52, no water molecules occupied this position, which is
another indication that Arg52 is protonated in the crystal. In
the solution model, the protonated Arg52 showed a bound
water at the same position. Solvent contacts for the
deprotonated Arg52 were unspecific and not ordered but
present due to the larger number of available neighbors. We
speculate that this contributes to the free energy difference of
deprotonating Arg52 in the crystal compared to the solvent.
A deprotonated Arg52 was unstable in free MD simulations.

In contrast, a protonated Arg52 resulted in a much more stable
Arg52 hydrogen bond network over the trajectory length of 200
ns. Additional force field parametrizations, which enforce the
increased Glu46-O−D LBHB bond length, were also
performed but nevertheless resulted in the same instability of
the deprotonated Arg52 hydrogen bond network [SI S-10−S-
12]. Furthermore, the position of crystal water 1023 in 2ZOI
was occupied in simulations with a protonated Arg52 but not in

Figure 4. Free MD simulations of the Arg52 hydrogen bond network. The two hydrogen bonds lengths to residues Tyr98 (top) and Thr50
(bottom) are shown. (a) Arg52 is protonated and compared to the experimental distance (blue line). (b) Same setup as panel a but for the
deprotonated Arg52 (AMBER03). Two sets of free MD simulations for different neutral Arg52 parametrizations are available in the SI. No position
restraints were applied.
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simulations with a deprotonated Arg52 for all three para-
metrizations tested.
These findings suggest that the charge on the protonated

Arg52 is required to preserve the hydrogen bond network with
the protein and the crystal water contacts.
Estimation of Arg52 pKa Shift Due to the Crystal

Environment. We used the crystal slab model system
described in the Methods section [Figure 3] to compute the
Arg52 pKa shift due to the crystal environment. The Arg52 pKa
difference between crystal and solution [Figure 3] was obtained
by thermodynamic integration and corrected for QM effects
associated with deuteron delocalization (Methods and SI). For
these calculations, we exploited prior information about the
Arg52 conformation in the crystal from the neutron and X-ray
structures.3 By placing restraints on the heavy protein atoms,
the simulation was forced to sample conformations close to the
experimental crystal structure, while allowing local fluctuations.
The final state of the thermodynamic integration corre-

sponds to the suggested physical states in solution12,13 (Arg52
prot.) and in the crystal (Arg52 deprot.).3 Therefore, going
from the unphysical starting conformation to the physical end
state should decrease the free energy (i.e., spontaneous
process). In this transformation, the proton was not physically
transferred from a protein in the crystal to the protein in
solution via a chemically feasibly pathway. However, because
free energy difference between these thermodynamic states is
independent of the pathway, we may interpret the calculated
free energy difference as the free energy associated with the
actual proton (deuteron) transfer reaction.
The calculated free energy shift estimate is

ΔΔ = ΔΔ − ΔΔ + ΔΔ

=

− + −

−G G G G

12.2 kJ/mol (95%CI, 11.1 to 13.4 kJ/mol)

0.10 kJ/mol 0.13 kJ/mol

cryst solv TI
cl
AMBER03

qm
DFT

(4)

This number translates into a pKa shift of 2.1 pKa (95% CI, 1.9
pKa to 2.3 pKa) and −2.2 pKa (95% CI, −2.0 to −2.4 pKa) units
for the inverse process. All errors were estimated via
bootstrapping as described in the Methods section. The
quantum correction, ΔΔGqm

DFT, increases from −0.1 kJ/mol
(MPW1B95) to 1.0 kJ/mol (CAM-B3LYP) when the DFT

functional is changed. The quantum correction reflects changes
in the shape of the Glu46-D nuclear equilibrium densities
between crystal and solution. Here, the two reported
functionals are the most conservative (MPW1B95) and the
most delocalized (CAM-B3LYP). For both qm corrections, the
pKa is 2.1 and 2.3 pKa units higher in the crystal than in
solution.
The calculated free energy cost, including both enthalpic and

entropic contributions, to effectively move the deuteron from
the crystal to solution suggests that Arg52 is likely protonated
in the crystal if it is protonated in solution.11−13 We attribute
the large upshift mainly to the loss of crystal water ordering for
the deprotonated Arg52 described above.
These results contain two important findings. First, the pKa

shift estimate with restraints placed on the Arg52 hydrogen
bond network showed an upshift in pKa by at least 2 pKa units
in the crystal compared to the solution PYP. Second, the
contribution from the quantum delocalization ΔΔGqm

DFT of −0.1
(MPW1B95) to 1.0 kJ/mol (CAM-B3LYP) barely contributes
to the total pKa shift estimate. This correction is insufficient to
cause a down shift in pKa for the overall process and suggests
that nuclear quantum corrections of the Glu46 proton/
deuteron are not responsible for the deprotonation of Arg52.
A deprotonation in the crystal was found to be even more

unlikely than in solution due to the increased pKa. Also the
influence of nuclear quantum effects, at the employed level of
theory, is not strong enough to shift the pKa noticeably toward
a neutral Arg52 and neither can the more delocalized charge
distribution on the Glu46 and the chromophore pair with a
LBHB [SI S-10-S11].

Glu46-D Delocalization in PYP: Vacuum. In this section,
we tested the effect that vacuum conditions far from the
experimental crystal environment have on the extent of Glu46-
D delocalization.
First, calculations were performed for the protein in vacuum.

From these calculations, the extent of Glu46-D delocalization
was determined. We solved the nuclear Schrödinger equation
for a proton/deuteron in the QM/MM potentials calculated
with four density functionals also including the functionals that
have been used in previous theoretical works: MPW1B95,37

B3LYP,25 CAM-B3LYP,17 and ωB97XD.43 The Glu46-D bond
length expectation values, ⟨x⟩, at 300 K are shown [Figure 5]

Figure 5. Comparison of different DFT functionals for the description of the Glu46-D delocalization in the Yamaguchi3 and Coureux21 structures
(PYP in vacuum). (A) A one-dimensional cut through the three-dimensional equilibrium density |ψ|2 of Glu46-D is shown for a protonated Arg52
(left) and a deprotonated Arg52 (right). The expectation values for the Glu46-D distance ⟨x⟩ at T = 300 K are shown as vertical lines together with
the value inferred by Yamaguchi et al.3 on the basis of their neutron diffraction data. (B) Same setup as panel A, but calculations were performed on
the Coureux et al.21 [pdb id 2QJ5] crystal structure using the CAM-B3LYP functional. The dotted line shows the result for hydrogen instead of
deuterium.
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for the protonated and deprotonated Arg52. One dimensional
cuts through the three-dimensional equilibrium density, ρ(r), of
Glu46-D between the chromophore oxygen HC4-O4′ and
Glu46-O atom are shown. For all functionals, the Glu-D bond
length increased to 1.08−1.15 Å if Arg52 was neutral. We found
this behavior for both the Yamaguchi and the X-ray structure
[pdb id 2QJ5] by Coureux et al.21 The expectation values for
the protonated Arg52 all show a smaller increase between 1.04
and 1.07 Å in bond lengths. In the 1.2 Å resolution X-ray
structure of Coureux et al.,21 the long delocalization shoulder
into nuclear excited states for the deprotonated Arg52 is not
present. This is surprising, as the Coureux et al.21 structure also
has a very short O−O distance, which too should create
conditions in favor of a LBHB.
In order to distinguish between increased Glu46-O−D

expectation values due to shifts in the potential minimum
versus occupation of nuclear excited states, we calculated the
occupation of the nuclear excited states [Table 1]. We found

significant occupation of nuclear excited states of over 10% for
the Yamaguchi structure when Arg52 was deprotonated but not
in the reference structure by Coureux et al.44 at either Arg52
protonation level.
Combining the expectation values of the equilibrium

densities with the occupation values of the excited states, we
find that the delocalization of the Glu46-D deuterium due to
excited state occupation, is only present for the 2ZOI structure
in vacuum with a deprotonated Arg52. No such excited state
delocalization was observed in either Arg52 protonation state
for the 2QJ5 structure. Despite these differences, all QM/MM
setups consistently show a small increase in the Glu46O−D
distance independently of the Arg52 protonation state.
Glu46-D Delocalization in PYP: Crystal and Solution.

We investigated the delocalization in the charge neutral
solvated crystal and for a single PYP in solution. From these
solvated systems, the distance expectation values and
delocalization extent were calculated.
The calculated Glu46-D distance expectation values [Figure

6] and occupation probabilities [Table 2] are shown for both
MPW1B95 and CAM-B3LYP density functionals. In contrast to
the vacuum calculations, neither MPW1B95 nor CAM-B3LYP
show Glu46-D delocalization to the extent previously observed
in the vacuum calculations on the same 2ZOI crystal structure.
A shift in the potential energy minimum of the CAM-B3LYP

calculations increases the Glu46O−D distance expectation
value from 1.05 to 1.09 Å when Arg52 is deprotonated.
In the above nuclear equilibrium density calculations, we

restrained all heavy atoms to their X-ray positions. Next, we
investigated the effect of relaxing the coordinates on the QM/
MM potential energy surface. We therefore used the optimized
QM region and the same crystal MM environment from the
chemical shift calculation to compute the PES. In addition to
the deuterium position, we also included the positions of the
donor and acceptor oxygen atoms, Glu46-O and pCA-O,

Table 1. Thermal Occupation Probability (%) of Nuclear
Eigenstates for the Protonated and Deprotonated Arg52
State for Different Functionals and Yamaguchi3 and
Coureux44 Structures in Vacuuma

Yamaguchi [2ZOI] Coureux [2QJ5]

MPW1B95 B3LYP ωB97XD CAM-B3LYP CAM-B3LYP

Arg52 protonated
S0 97.1 97.2 97.0 97.0 96.8
S1 2.1 2.0 2.1 2.0 2.4
S2 0.6 0.5 0.6 0.6 0.6
S3 0.1 0.2 0.2 0.4 0.1

Arg52 deprotonated
S0 93.0 91.4 89.3 88.3 97.1
S1 4.4 6.1 8.2 9.3 2.0
S2 1.7 1.6 1.6 1.4 0.6
S3 0.5 0.5 0.5 0.5 0.3

aFigure 5.

Figure 6. Comparison of the crystal and solvent environment for
Glu46-D delocalization. The extent of Glu46-D delocalization was
calculated in the crystal (left) and solution (right) phase for the
MPW1B95 (top) and CAM-B3LYP (bottom) functionals. The
protonated Arg52 state is shown in blue, and the deprotonated state
in red. The dotted lines show the result for hydrogen instead of
deuterium.

Table 2. Thermal Occupation Probability of Nuclear
Eigenstates for the Protonated and Deprotonated Arg52
State for the Charge Neutral Solvated PYP Crystal and PYP
in Ionic Solutiona

MPW1B95 CAM-B3LYP

crystal solution crystal solution

Arg52 protonated
S0 96.8 96.9 96.9 97.0
S1 2.4 2.3 2.3 2.2
S2 0.6 0.6 0.7 0.6
S3 0.1 0.1 0.1 0.2

Arg52 deprotonated
S0 97.1 96.9 96.2 95.9
S1 1.9 2.0 1.7 1.8
S2 0.5 0.6 1.4 1.6
S3 0.4 0.4 0.5 0.5

aFigure 6.
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respectively, into the nuclear equilibrium density calculations.
The results from the three atom densities [Figure 7] agree well
with the calculations performed on the crystal coordinates.
While in these calculations, the QM region was relaxed to the

DFT potential energy surface, no optimization of the MM
environment was performed. Therefore, the same MM
environment is sampled throughout all calculations. We
investigated the snapshot dependence of different solvent
configurations in the crystal model described in the SI but
could not find significant differences (data not shown).
The Glu46-D deuterium is located deep inside the

chromophore pocket, shielded from direct contacts with the
outside environment, a feature that we assume is relevant for
protein function. The very similar bond length expectation
values in the crystal and solution environment [Table 3]
suggest that long-range electrostatics effects are not directed
but averaged out, in contrast to the charged vacuum conditions.
The solvent and crystal environments cannot be distinguished
by the Glu46-D bond length alone. A significant difference

exists only in the vacuum environment. At the same time, the
decrease of the nuclear ground state population by 1% also
points against a LBHB with thermal quantum delocalization as
this value is too low to cause any large shifts in the Glu46-D
bond length expectation value. The calculations without bond
relaxation can directly be compared to the previous calculations
of the protein in vacuum.15

Glu46-H Chemical Shifts: Vacuum, Crystal, and
Solution. The chromophore pocket of the Yamaguchi et al.3

PYP structure (2ZOI), with Arg52 protonated, was optimized
for the three electrostatic environments, solution, crystal, and
vacuum. We found a very close agreement between the crystal
and solution environments for the O−O (Glu46-pCA) and O−
H (Glu46-H) distances of dOO

sol = 2.56 Å, dOO
cry = 2.56 Å, and dOH

sol

= 1.02 Å, dOH
cry = 1.02 Å [Table 4]. The optimized distances

were identical up to the presented digits. This is in excellent
agreement with the experimental crystal3 distance of dOO

sol,cry =
2.56 Å. In contrast, the vacuum environment caused a decrease
in the O−O distance to dOO

vac = 2.48 Å and an increase in the
O−H distance to dOH

vac = 1.05 Å.
Solution and crystal geometries also resulted in similar

chemical shifts δH
cry = 16.0 ppm and δH

sol = 15.8 ppm in
reasonable agreement with the experimental value of δH

sol = 15.2
ppm.11 In the vacuum environment, the increased O−H
distance and decreased O−O distance increased the chemical
shifts to δH

vac = 18.5 ppm.
Our results for the solution structure are comparable to the

values of Nadal-Ferret15 with δH
sol = 13.7−16.4 ppm and Saito et

al.7 with δH
sol = 14.5−14.6 ppm. Although it is not clear if

continuum electrostatics were used in the Saito et al.7

calculations, we assumed that here. Small differences are
further expected due to the use of a different reference
molecule in these two computational studies, while TMSP-d4

Figure 7. Fully coupled 3 × 1D nuclear O−H−O equilibrium densities for the QM/MM optimized coordinates (solvated crystal model). (left)
Nuclear equilibrium density along the Glu46-C-O distance for the protonated (red) and deprotonated (blue) Arg52. The orthogonal degrees of
freedom were integrated out. (center) Same as before but for the Glu46-D distance with respect to the Glu46-C-O equilibrium position. (right)
Same as before but for the chromophore oxygen pCA-C−pCA-O. (green lines) Distances proposed by Yamaguchi et al.

Table 3. Glu46-O−D Bond Length Expectation Values for
the Investigated Environments and DFT Functionals from
Nuclear Equilibrium Density Calculationsa

structure model
DFT

functional
Arg52 prot. bond

length [Å]
Arg52 deprot. bond

length [Å]

2ZOI vacuum MPWB95 1.04 1.08
B3LYP 1.04 1.09
wB97XD 1.06 1.12
camB3LYP 1.07 1.15

2QJ5 vacuum camB3LYP 1.05 1.08
crystal model camB3LYP 1.05 1.09

MPWB95 1.03 1.05
solution model camB3LYP 1.06 1.09

MPWB95 1.03 1.05
crystal QM/
MM opt

camB3LYP 1.04 1.06

aThe calculated bond lengths are the result of solving the nuclear
Schrödinger equation for Glu46-D, while all other coordinates were
kept frozen. The O−O distance was 2.56 Å in all calculations. Only in
the Glu46-D nuclear equilibrium densities for the QM/MM optimized
crystal model were the two neighboring oxygens also considered as
quantum mechanical particles. All possible bond lengths were
considered within the grid boundary conditions described in the
Methods section.

Table 4. Glu46-H Chemical Shifts, δ1
H

environment
Glu46-O−H

[Å]
Glu46-O−pCA-O

[Å]
δH

[ppm]

solution 1.02 2.56 15.8
crystal 1.02 2.56 16.0
vacuum 1.05 2.48 18.5
exp solution11 (NMR) 15.2
exp crystal3 (neutron) 1.06−1.22a 2.56
aRange (this work) from rerefinement, Figure 10
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was used in this work and the experiment.11 Also a different
DFT functional, CAM-B3LYP rather than B3LYP, was used
here. No agreement between the Glu46-O−H distance in the
optimized QM/MM geometry and the distance reported in the
2ZOI neutron structure was found, but we emphasize that the
Glu46-O−H distances are mimimum positions from the PES
and not expectation values from nuclear equilibrium densities.
Reexamination of the Yamaguchi Neutron Density.

The results of the pKa calculations suggest that Arg52 is
protonated in the crystal. Under these conditions, we found no
direct evidence of a LBHB but instead a slight increase in the
Glu46-O−D bond lengths to 1.05−1.06 Å (CAM-B3LYP).
Furthermore, the deprotonation of Arg52 had no major effects
on the Glu46-O−D distance in the crystal environment. In this
section, we reexamine to what extent the neutron diffraction
data by Yamaguchi et al.3 is also compatible with these findings.
The Arg52 residue was originally suggested to be

deprotonated based on a reduced nuclear density at the
deuterium position Arg52-DH12. An occupation of 0.23 was
assigned in the structure refinement, but no density was visible
in Figure 1E of the original publication.3 Here, we created an
FO − FC difference map of residue Arg52 omitting the four
deuterium atoms DH11, DH12, DH21, and DH22 and also DE
[Figure 8], contour levels are shown at 2.3σ and 3.5σ. The map

is based on the published structure factors and 2ZOI
coordinates following the original refinement procedure3 in
nCNS 1.1.45−47 We found good agreement with the Yamaguchi
data at 3.5σ but could also resolve the Arg52-DH12 nuclear
density at a lower 2.3σ level. At this lower σ, the presence of a
small density volume at the DH12 site is visible. The DH22
position was found to also exhibit a reduced nuclear density as
reflected by the low occupation value of 0.68 in the 2ZOI
structure. The four Arg52 sites, DH11, DH12, DH21, and
DH22, exhibit very different shapes and intensities of the
neutron diffraction densities and two out of four sites are not
fully occupied.
The reduced densities of the DH12 and DH22 deuterons is

surprising and cannot, as in the case of a second solvent
exposed arginine in the sequence, Arg124, be caused by a high
rotational flexibility of the C−N bonds. Although we cannot
rule out that the reduced density reflects a superposition of
protonated and deprotonated states of the guanidinium moiety,

we consider this unlikely, given the large differences between
the protonated and deprotonated conformations of the Arg52
side chain in our simulations. Notwithstanding the cause, the
observation that in fact all four densities differ markedly from
each other points to considerable uncertainties in these
densities, including DH12 and DH22. A well resolved
deprotonated Arg52 should have three out of four sites fully
occupied and exhibit similar density shapes and intensities.
We note that in the previous refinement by Yamaguchi et

al.,3 neutron scattering data at lower resolution (15283
reflections) were combined with higher resolution (28967
reflections) X-ray data. As a result, the accuracy of the Glu46-D
deuteron position and density in question, which are not seen
in the X-ray data, are not enhanced by the X-ray data, and,
hence, remain low.
The experimental Arg52 density maps do not rule out a

protonated Arg52-DH12 and fully occupied Arg52-DH22
masked by noise. This noise can have multiple sources.
Incomplete deuteration is one mechanism that contributes to
missing densities and large background levels. If hydrogen
atoms were present in a small fraction of the crystal cells at the
Arg52 position, the incoherent scattering of hydrogen can
reduce the observed deuterium density at that position below
background levels.48,49

In their original work, Yamaguchi et al.3 presented an FO −
FC map omitting the Glu46-D deuterium. We also generated FO
− FC omit [Figure 9] maps with the measured structure factors

at 3σ and 6σ contour levels that are in good agreement with the
maps from the original publication.3 While the Glu46-D omit
map may seem to position the atom with high precision, the
relative accuracy with respect to alternative positions cannot be
determined from this type of map. Further, because phases of
the complete structure are used, the FO map still contains
contributions from the omitted atom, which could lead to
uncertainty in the difference density maps. Therefore, the true
accuracy of the position is not as high as a 6σ contour level
might suggest.
To also compare alternative Glu46-D positions, we calculated

multiple FO − FC difference maps [Figure 10] in which the
Glu46-D deuterium position was changed along the axis
connecting the chromophore oxygen pCA-O and the Glu46-O.
We found large differences in density for very short Glu46O−D
distances rOD < 1 Å [Figure 10A,B], small differences in the
range rOD = 1.00−1.05 Å [Figure 10C,D,E,F], and close to
identical maps for distances between rOD = 1.06 and 1.21 Å
[Figure 10G,H,I,J].

Figure 8. Arg52 FO − FC deuterium omit maps. (A) An FO − FC
difference map is shown of residue Arg52 in which deuteriums DH11,
DH12, DH21, DH22, and DE were omitted [pdb code 2ZOI]. The
contour levels are shown at 2.3σ (blue lines) and 3.5σ (yellow). Next
to the deuterium positions, the B values and occupation numbers from
the original Yamaguchi refinement (pdb code 2ZOI) are shown.

Figure 9. FO − FC omit map of Glu46-D. An FO − FC map omitting
the Glu46-D deuterium is shown at the position refined by Yamaguchi
et al.3 [pdb code 2ZOI]. The contour levels are at 3σ (blue) and 6σ
(red).
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From the calculated FO − FC difference maps, we estimate
that a lower bound for the Glu46-O−D distance that is still in
agreement with the experimental data, is larger than 1.06 Å.
This value is approximately 0.15 Å shorter than the previously
reported3 1.21 Å but also confirms that the Glu46−pCA
hydrogen bond is not “normal” as it, too, does have an
increased bond length. Based our our analysis (Figure 10), the
experimental structure factors appear not to contradict our
findings of a protonated Arg52 with the calculated Glu46-D
hydrogen bond length of 1.05 Å (CAM-B3LYP) in the crystal.
Instead, the Yamaguchi model and our results both lie within
the error margins of the experimental data.
To summarize, both the protonated Arg52 and the increased

Glu46-D bond length (1.05 Å) (i) do not conflict with the
neuron structure factors, (ii) are in line with an experimental
pH of 9, (iii) preserve the Arg52 hydrogen bond network with
its crystal waters in free simulations, and (iv) do not require the
involvement of nuclear excited states at room temperature.

■ CONCLUSIONS

We have carried out several calculations to investigate whether
a low barrier hydrogen bond (LBHB) exists in PYP, both in the
crystal and in solution. The results of these calculations suggest
an alternative for the Yamaguchi model. Table 5 summarizes
our results, together with all available experimental data in light
of the two models discussed. As can be seen, the presented
alternative interpretation in which Arg52 is protonated and no
Glu46-D LBHB exists is consistent with all available

experimental and theoretical results, except previous computa-
tions based on a single protein in vacuum.
Specifically, we re-examined FO − FC difference and omit

maps generated from the original Yamaguchi et al. data.3 We
found that in addition to the previous model with a large O−D
distance of rO−D = 1.21 Å, which is characteristic of a LBHB,
also a more regular hydrogen bond distance of rO−D > 1.06 Å is

Figure 10. FO − FC difference maps of the 2ZOI structure. An FO − FC map scan is shown as a function of the Glu46-D deuterium position within
the bond at 3σ (purple) and −3σ (green) contour levels.

Table 5. Current and Previous Results for the Arg52
Protonation State and the Existence of a Glu46-D LBHB in
PYP

aThis work, both models lie within experimental error of the
reinvestigated neutron diffraction data. bThis work, no LBHB
irrespective of the Arg52 protonation state in nuclear equilibrium
density calculations. cThis work. fThis work, Arg52 pKa upshift of 12−
36 kJ/mol between crystal and solution. dThis work, deprot. Arg52
unstable in free MD simulations using three independent para-
metrizations. eThis work, prot. Arg52 yields stable Tyr98 and Thr50
hydrogen bonds and recovers crystal water with ID 1023 (2ZOI).
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in good agreement with the neutron density and with the rO−D
= 1.05 Å distance obtained in our CAM-B3LYP nuclear
equilibrium density calculations. We conclude that the large
differences in experimental neutron densities at the four Arg52
deuterium positions3 do not exclude a protonated Arg52 nor do
they rule out a partially deprotonated Arg52. A possible
explanation for the missing density other than partial
occupation is incoherent hydrogen scattering.48 Therefore,
additional evidence is required.
To resolve this controversy and distinguish between the two

models, we have performed a series of simulations. MD
simulations of PYP with a protonated Arg52 under crystal
conditions resulted in Arg52 conformations in agreement with
experiments. We observed stable hydrogen bonds connecting
Arg52 to Thr50 and Tyr98 at the experimentally observed 3 Å
distance. Further, the crystal water near Arg52 was occupied in
our 300 K MD simulations in agreement with the 298 K
Yamaguchi et al.3 crystal structure (HOH 1023 in 2ZOI). In
contrast, all simulations with a deprotonated Arg52 yielded
conformations that markedly deviate from the experimental X-
ray and neutron structures. Our MD simulations thus only
support a protonated Arg52 both in the crystal and in solution.
Notably, for the solvated protein, recent NMR data12,13 has
shown Arg52 to be protonated.
Given the remaining uncertainties of whether the force field

describes the deprotonated Arg52 accurately enough, we
carried out pKa calculations to directly address the protonation
state. Only a pKa down shift for the transfer of the Arg52
proton from crystal to solution is compatible with a neutral
Arg52 in the crystal. However, we calculated a pKa upshift from
our free energy calculations, in which we also considered the
contribution of the LBHB and the associated charge
distribution in the chromophore pocket [SI]. Although we
would not consider these calculations as definite proof, given
the inaccuracies inherent to molecular mechanics force fields
based on point charges, the combined experimental and
simulation results very strongly support a protonated Arg52
and are at variance with a deprotonated Arg52.
We also investigated the hypothesis15,16 that deprotonation

of Arg52 might favor the LBHB, as previously suggested based
on calculations of a single PYP protein copy in vacuum. We
calculated the quantum mechanical nuclear equilibrium
densities of the Glu46 deuterium at various levels of theory.
Strikingly, the occupation of nuclear excited states, indicative of
a LBHB, was only observed in the vacuum calculations. For
crystal and solution environments, however, no LBHB was
observed in our calculations. These findings suggest that the
observed slight increase of O−D bond length from the typical
value of 1.0 Å to about 1.06 Å can be explained by a shift in the
potential minimum without involvement of nuclear quantum
effects. This is a particularly striking example of the pronounced
impact the environment around the protein may have on the
properties of a hydrogen bond and also underscores the high
sensitivity of this particular H-bond to long-range electrostatics,
in contrast to common hydrogen bonds whose structure seems
to be much less sensitive to their environment.50 We attribute
the largest effect to the presence of a largely isotropic
environment around the protein (crystal, solution) rather
than the anisotropic protein environment of an isolated PYP in
vacuum. We conclude that the previously reported vacuum
calculations do not necessarily support a LBHB in PYP.
We have also shown that the investigated properties of PYP,

in particular the potential energy surface, the nuclear density,

and the chemical shift of Glu46-D, are largely the same for PYP
in solution and in the crystal, but differ for PYP in vacuum.
Moreover, the differences observed by Nadal-Ferret et al.15

between the crystal, which was approximated by a single
protein in vacuum, and solution conditions are no longer
observable if a more realistic crystal model is included into the
calculations. Based on these results, we conclude that the crystal
and solution environment cannot be distinguished by the
Glu46-D position alone. Taken together, these results also
suggest that solution NMR results in favor of a protonated
Arg5212,13 and the absence of a large chemical shift11 that
would indicate a LBHB, are transferrable to the crystal. ssNMR
experiments will be needed to confirm this prediction.
On more general grounds, our results reveal an unexpectedly

strong sensitivity of LBHB on the electrostatic environment
especially in QM/MM calculations of proteins. In particular,
simple approximations of the protein crystal environment by
vacuum may not, as frequently assumed, yield a sufficiently
accurate model to investigate LBHB candidates also in other
systems.51 Finally, our results underscore the need to accurately
model the chemical environment when calculating properties
that are highly sensitive to the electrostatic interaction, such as
LBHBs.
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